Grey Fuzzy Neural Network-Based Hybrid Model for Missing Data Imputation in Mixed Database
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Abstract: Nowadays, the missing data imputation is the novel paradigm to replace with the imputed value of the missing attribute. The missing data occurs due to bias information, non-response of the system. In the medical domain, it becomes the major challenge to impute the both categorical and numerical data. In this paper, the Grey Fuzzy Neural Network is proposed for missing data imputation in the mixed database. Initially, the WLI fuzzy clustering mechanism is utilized to generate the different clusters in which the medical data are grouped together. Then, we intend to integrate the Grey Wolf Optimizer (GWO) with the ANFIS network model, termed the Grey Fuzzy Neural Network (GFNN). The proposed method is mainly used to determine the optimal parameters to design the membership function. Finally, the hybrid prediction model is used to find out the imputed data for both categorical and numerical. In the hybrid prediction model, the categorical data is then imputed by the distance measure. The experimental results are validated, and performance is analysed by metrics such as MSE and RMSE using MATLAB implementation. The outcome of the proposed GFNN attains lower 0.13 MSE, and 0.35 RMSE ensures to impute the data significantly in the missing attribute of the mixed database.
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1. Introduction

The imputation methods [1, 2, 3, 4] can be broadly classified into two types, which are single imputation and multiple imputations. The data in the missing attribute is imputed by one value, on the other hand, the imputed data is generated by natural variability and interpolation process [5]. Therefore, missing data arise when the dataset has several issues such as data loss, low signal-to-noise ratio, power limitations, limited storage space for data, expensive acquisition equipment, etc. [6]. Due to missing data in the database, the error is initialized and cannot obscure the information which results as a ‘missing-ness.’ The mechanism of missingness in the mixed database is categorized into Missing Completely At Random (MCAR), Not Missing At Random (NMAR) and Missing At Random (MAR) [7]. The imputation methods are named as i) listwise and pairwise deletion, ii) imputation procedure, iii) model-based procedure and iv) machine learning model.

The mixed attribute dataset poses categorical data, and numeric data becomes the major issue in the missing data imputation. Since the research has less attention to developing the method to assign the missing data in the input corpus, leads to acquiring the detrimental performance [8]. The most commonly used and efficient imputation method is k nearest neighbor (KNN) used to estimate the value to fill in the missing attribute. It exploits the k relevant instances of the data and provides simplicity, ease of implementation and achieved high accuracy. [9]. Also, the fuzzy rule based is widely in the data imputation method which sculpts the linguistic model structure which has the tendency to evaluate the value of missing data and mitigates the dimension reduction problem [10]. Furthermore, the machine learning model is a challenging task for the mixed data imputation.
method. The key advantage of machine learning model is that achieves more flexibility and higher order interaction among the missing data in the attribute [11]. Some of the commonly used machine learning is Artificial Neural Network (ANN), Neural network (NN) [10], K-nearest neighbor (KNN) [12], support vector machine (SVM) [11] and so on. The drawback of conventional KNN is distance based learning and the computation cost is quite high. Similarly, the dimensionality problem may cause serious concern in the effectiveness and it finds difficult to find the imputed values if it contains multiple missing attributes.

The main objective of this paper is to design and develop the novel data imputation method using the grey fuzzy neural network and constraint-based hybrid prediction model. Here, the input medical dataset is given as input to the proposed model. The constraint-based hybrid prediction model is designed by the grey fuzzy neural network and WLI fuzzy clustering mechanism. Here, the input dataset constitutes the categorical data and numerical data. Firstly, the input dataset is undergone for the WLI fuzzy clustering mechanism where the data are grouped together to determine the data value for missing attribute. Secondly, the Adaptive Neuro-Fuzzy Inference System (ANFIS) is applied to the input database. The introduction section of this paper is followed by Section 2 demonstrates the approach of missing data imputation. The problem specification and challenges behind the data imputation is described in section 3. Then, the proposed methodology of missing data imputation is briefly explained in section 4. Section 5 demonstrates the experimental results and performance analysis. Finally, this paper concludes in Section 6.

2. Motivation behind the data imputation

2.1. Problem specification

The main problem of missing data arises in clinical and medical datasets. Due to missing data, the information about the patient gets lost which leads to bias in the system [7]. The missing data is caused by such as while entering the data, equipment bias and erroneous measurements. Due to missing data, it becomes burdensome to several industrial and research applications [13]. Nowadays, the missing data imputation is cumbersome [8] in the mixed-attribute data sets since there is no algorithm or technique to fill the mixed value as categorical and numerical data.

The finding of missing attributes in the datasets is taken as problem in this paper. Also, the challenge of finding the missing attributes is that it should preserve the original data characteristics without losing of data originality.

2.2 Challenges

Data imputation for medical diagnosis [14] is the challenge one since some error occurs. It is caused by less equipment to diagnose the disease, which leads to providing the incorrect test results of certain patients.

The major challenge is to impute both categorical and numerical data since every dataset contains both continuous data and discrete data. In the medical domain, the patient’s information is stored in both data such as age, height, weight, gender, etc. [15].

The challenge of using optimization algorithm for missing data imputation since it is used to determine the optimal value to determine the imputed data. This leads to significantly fill the data where the data is missed in the dataset.


The ultimate aim of this paper is to design and develop the hybrid prediction model to impute the missing data in the dataset. Normally, the dataset poses categorical and numerical data where the data is missed in the attribute. The main challenge is to fill the data in both categorical and numerical data of the attribute. In order to achieve this objective, the constraint-based hybrid prediction model using WLI fuzzy clustering and the grey fuzzy neural network is proposed. Initially, the input dataset is undergone for the WLI fuzzy clustering mechanism in which the centroids are obtained. Due to the averaging process of the centroid, the data in the missing attribute is filled. Consequently, the input data is fed into the training algorithm. Thus, the training algorithm is newly designed by both grey wolf Optimizer (GWO) and Adaptive Neuro-Fuzzy Inference System (ANFIS). Figure 1 depicts the block diagram of proposed methodology.
3.1 Mixed database (Medical data)

Due to missing data in the medical data, the patient information gets lost. Since the bias measurement and incorrect entry of the patient’s data, the missing value incurs. In the medical dataset, every attribute belongs to patient’s age, gender, weight, height, etc. in which the data is either to be continuous or discrete. The core intent of this work is to impute both the categorical and numerical medical data using proposed method. Consider B is the input dataset includes n number of data objects and a number of attributes. Thus, the input data is defined as

\[ B = b_{mn}(i); \quad 1 \leq i \leq o \]  

(1)

Where, m and n represent the total number of attributes and data objects. Then, the input corpus contains d it represents the number of discrete data and c indicates the number of continuous data.

3.2 WLI fuzzy clustering for medical data

Generally, the clustering is defined as the process to group the homogenous data object and discriminated by the different number of clusters. It is widely used in data mining application where the missing data is detected to impute by the estimated value. Here, we utilize the WLI fuzzy clustering mechanism [16] to estimate the imputed data with the aid of mean value of its related attribute. The Cluster Validity Index (CVI) is the major concern in this clustering mechanism for the evaluation measure. Thus, the clustering is performed by the cluster validity index and average difference. The following steps are described the clustering mechanism to impute the missing value.

**Step 1: Fuzzy compactness**

The compactness and cluster separation are the two main key factors in the clustering mechanism. Initially, the categorical and numeric data is used to group the similar data objects. Subsequently, the weighted distance and fuzzy cardinality are the prerequisites to evaluate the compactness of the data object.

- **Distance measure:** The distance is evaluated between the data object and cluster. Due to less distance measurement, we can achieve the vigorous compactness of the cluster. Thus, the fuzzy weighted distance [16] is expressed as:

\[ d = \lambda_{xz} \left\| x - c_z \right\|^2 \]  

(2)

where, b is the input data, c defines the cluster and \( \lambda \) denotes the membership function.

- **Membership function:** The fuzzy cardinality or the membership function is used to impute the data. The membership function is employed to define the degree of truth mapping every data object with the centroid.

\[ \sum_{i=1}^{V} \lambda_{xz} \]  

(3)

- **Finally, the fuzzy compactness of the WLI clustering mechanism is evaluated by the ratio of fuzzy weighted distances to the membership function of every data object. Thus, the fuzzy compactness of all cluster is determined by,**

\[ WL_f = \frac{\sum_{z=1}^{m} \left( \frac{\sum_{x=1}^{n} \lambda_{xz} \left\| x - c_z \right\|^2}{\sum_{x=1}^{n} \lambda_{xz}} \right)}{2} \]  

(4)

**Step 2: Cluster separation**

The prime characteristic of WLI fuzzy clustering mechanism is to validate the clustered index to find out the value used for data imputation.

- **The** \( \frac{m(m-1)}{2} \) **Distance is calculated between m centroids where we can estimate the minimum and median distance. The MIN is the term used to find the minimum distance among all the** \( \frac{m(m-1)}{2} \) **distances. On the other hand, the MED is**
Step 3: Cluster Validity Index

Since it contains the fuzzy compactness and separation, the CVI is employed to generate the different cluster number. Thus, from the medical dataset, the homogenous data are grouped together differentiates by the heterogeneous data. Hence, the WLI [16] is computed by the averaging process is calculated as:

\[ WLI(m) = \frac{WLI_f}{2 \times WL_s} \]  \hspace{1cm} (6)

Step 4: Threshold

The clustering mechanism is used to generate the clusters according to the number of iterations which is defined by the user-given threshold value. Here, \( \eta \) is represented as the user-given threshold value. Thus, the difference of cluster index between two iterations is less than the threshold value; the clusters formed. Or else, the new centroid is generated to group the data.

\[ \| W_{t+1} - W_t \| < \eta \]  \hspace{1cm} (7)

Step 5: Mean computation for data imputation

Once the clusters are formed from the input medical dataset, the value is calculated for the missing data. In every cluster, the data in the missing attribute is used to measure the mean value. Then, the obtained value is utilized to impute where the data is missed in the input dataset. The mean value is computed by,

\[ b'_{ij}(WLI) = \frac{1}{n_c} \sum_{k=1}^{n_c} b_{kj} \]  \hspace{1cm} (8)

where, \( b_{kj} \) is the data of \( j^{th} \) attribute in the \( k^{th} \) data object and also, \( n_c \) represents the total number of data in the corresponding missing attribute. Therefore, figure 2 represents the flow chart representation of the WLI fuzzy clustering mechanism.

3.3 Proposed Grey fuzzy neural network

The grey fuzzy neural network is newly designed with the aid of [17] grey wolf Optimizer (GWO) and adaptive neuro-fuzzy inference system (ANFIS) [18]. In ANFIS, the training algorithm is altered with the grey wolf optimizer algorithm. The grey wolf is one of the efficient optimization algorithms to find out the optimal weights to train the medical data in the training phase. On the contrary, the ANFIS is developed by the two main factors, which are neural network and fuzzy logic. Therefore, the core intent of proposed grey fuzzy neural network is to find out the optimal weight using grey wolf optimizer for learning the process.

**Adaptive Neuro-Fuzzy Inference System (ANFIS)**

The ANFIS is defined as a multilayer feed-forward neural network where the node performs the function as an activation function provide the desired output of the input training data. The ANFIS [18] model is sculpted by the fuzzy system and neural network in which the weight function plays a vital role in the training algorithm. The main advantage of ANFIS over other training algorithm is that has smoothness property, mitigates the search dimensions, attain more learning capability, etc. Figure 3 shows the architecture of the ANFIS network model.
In figure 3, the ANFIS [18] structure contains a five-layered structure in which g number of input data points are fed as input to determine the optimal value for missing attribute. It constitutes the antecedent and consequent parameters to train the ANFIS network and updates the input data. Initially, the fuzzy inference system contains two inputs $b_1$ and $b_2$ which leads to generating the fuzzy-if-then rules are defined by,

Rule 1: If $b_1$ is $M_i$ and $b_2$ is $N_i$, then
$$f_1 = p_1 b_1 + q_1 b_2 + r_1$$
(9)

Rule 2: If $b_1$ is $M_i$ and $b_2$ is $N_2$, then
$$f_2 = p_2 b_1 + q_2 b_2 + r_2$$
(10)

where, $M_1, M_2$ and $N_1, N_2$ represents the membership function and $p, q, r$ are the antecedent parameters.

Layer 1: This layer is known as the fuzzification layer in which the input node behaves as an activation node caters the membership function of input data. Thus, the membership function plays a vital role in the ANFIS structure. Thus, the output of layer 1 is expressed by,

$$OL_i^1 = \lambda_{M_i}(b_1) \quad \text{when} \quad i = 1, 2$$
(11)

$$OL_i^2 = \lambda_{N_i}(b_2) \quad \text{when} \quad i = 3, 4$$
(12)

where, $\lambda_{M_i}$ and $\lambda_{N_i}$ defines the membership function (MF), which is derived as:

$$\lambda_{M_i}(b) = \frac{1}{1 + \left(\frac{b - r_i}{p_i}\right)^2 q_i}$$
(13)

where, $p, q,$ and $r_i$ indicate the parameters to design the membership function. But, the major drawback of the membership function is difficult to compute the arithmetic operations. Also, due to the changes of this parameter, it is critical to determine the optimized value. In order to achieve the optimized parameter, we intend to incorporate the Grey Wolf Optimizer (GWO) optimization algorithm into this layer.

Proposed GFNN: The proposed GFNN method comprises of both Grey Wolf Optimizer [17] and ANFIS [18] network model. The core intent of our proposed method is to find out the optimal membership parameters. Thus, the proposed model exploits this parameter to train the missing attribute of the input dataset. The proposed GFNN is apparently deliberated below.

a) Solution Encoding: The solution encoding is the major aspect in the optimization algorithm. Here we encode the solution with the aid of membership parameters of each input data. Here, our proposed GFNN exploits two input data $b_1$ and $b_2$ which contains the twelve numbers of parameters which get optimized by the grey wolf optimizer algorithm.

b) Fitness function: Once the solution is encoded for optimization, the fitness value is evaluated for every search agents. Here, the fitness function is calculated by the exponential function which is derived by,

$$F = -20 \times \exp\left(-0.2 \times \frac{\sum y_i^2}{d}\right) - \exp\left(-\frac{\sum (\cos(2\pi y_i))}{d}\right) + 20$$
(14)

where, $d$ represents the dimension of the solution.

c) Algorithmic Elucidation: The main characteristic of this optimization algorithm [17] is tracking, chasing and approaching the target (parameter). In general, the four wolves are alpha ($\alpha$), beta ($\beta$), delta ($\delta$) and omega ($\omega$) grey wolves used. The alpha wolf is the major concern to encircle and attack the target (premise parameter). The beta and delta are defined as the second and third best solution is followed by the alpha. The encircling and hunting are the two prerequisites in GWO which are described below.

Layer 2: This layer is known as the rule layer. It is used to generate the rules strengthens our proposed grey fuzzy neural network. It is mainly used to determine the weights between the layers to represent the fuzzy sets. Thus, every node in rule layer caters the weight parameter for the subsequent layer. The output is given as below.

\[ OL_2^i = W_i = \lambda_{m_i}(M) \cdot \lambda_{n_i}(N), \quad i = 1, 2, 3, 4 \quad (22) \]

Layer 3: Once the weight is computed, then it is undergone for the normalization purpose. Therefore, this layer is termed as the normalization layer. Each node in this layer is denoted by \( T \). Due to the number of layer is equal to the number of rules, this layer is performed by the summation of two weights from the previous layer for the exploitation of fuzzy sets. In other words, the \( i^{th} \) rule strength is divided by the sum of four firing strengths. It is also known as the normalized firing strengths. Thus, the output of normalization layer [22] is

\[ OL_3^i \Rightarrow \overline{W}_i = \frac{\sum_{i=1}^{4} W_i}{W_1 + W_2 + W_3 + W_4} \quad (23) \]

Layer 4: The node in this layer is represented in square form where it poses normalized weight value and two input variables. Finally, this layer provides the trained output data to impute in the missing attribute. On the contrary to the premise parameter, this layer is used to generate the output with the aid of consequent parameters or linear parameters. In this layer, the normalized firing strength is multiplied with \( i^{th} \) order polynomial function. It is formulated by,

\[ OL_4^i = \overline{W}_i f_i = \overline{W}_i (x_i m + y_i n + z_i) \quad (24) \]

This layer is called the defuzzification layer since it has the consequent parameters \( x_i, y_i, \) and \( z_i \).

Layer 5: This layer is termed as the sum layer since it contains single node where the data is computed by the summation of all incoming data.

\[ OL_5^i \Rightarrow \sum_i \overline{W}_i f_i = \sum_{i=1}^{4} \frac{\sum_i W_i f_i}{W_1 + W_2 + W_3 + W_4} \quad (25) \]

Thus, our proposed grey fuzzy neural network constitutes premise and consequent parameters. Initially, the premise parameters are optimized to fix the values using GWO algorithm. Once the premise parameters are fixed, then the final output [18] is expressed by the combination of the linear parameter.

\[ I = (\overline{W}_i b_1)x_i + (\overline{W}_i b_2)y_i + (\overline{W}_i)z_i \quad (26) \]

3.4 Data imputation using constraint-based hybrid prediction model

The input medical dataset consists of both categorical (discrete) data and numeric data (continuous). Both data is missed due to some technical error, bias information, etc. The advantage
of our proposed model over other existing technique is to impute both continuous and discrete data. Here, the hybrid prediction model is developed by the combination of WLI fuzzy clustering mechanism and proposed grey fuzzy neural network.

- The numeric data is defined the continuous data exhibits the value for age, weight, height, etc. Thus, the categorical data is imputed in the input medical dataset is determined by,
  \[ B'_{mn}(N) = \eta \cdot B_{mn}(WLI) + \gamma \cdot B_{mn}(GFNN) \]  
  (27)
  where, \( \eta \) and \( \gamma \) represents the constant value and \( B_{mn}'(N) \) is the imputed numerical data of \( m \) attribute in the \( n \) data object.

- Then, we also intend to impute the discrete data in the mixed database using WLI fuzzy clustering and proposed GFNN network. Thus, both methods acquire the desired categorical output data when the categorical missing attribute is given as input. The input dataset contains \( d \) discrete data. At first, the distance is computed between the desired output and input categorical data. Then, the minimum distance is taken out to impute the categorical data in its corresponding missing attribute. It is formulated as below.
  \[ B'_{mn}(WLI)(C) = \min_{i=0,1} D(B_{mn}(WLI), b_{mn}^j) \]  
  (28)
  where, \( B_{mn}(WLI) \) is the output data of WLI fuzzy clustering mechanism and \( b_{mn}^j \) is the categorical input data and \( B'_{mn}(WLI) \) provides the categorical imputed data. Similarly, the minimum distance is figured out by the predicted value of proposed grey fuzzy neural network \( B_{mn}(GFNN) \).
  \[ B'_{mn}(GFNN)(C) = \min_{i=0,1} D(B_{mn}(GFNN), b_{mn}^j) \]  
  (29)
  - After the two imputed values are computed, it is then subjected to following constraints. If both the data are same, then we impute the categorical data directly.
    \[ B_{mn} = B_{mn}(GFNN) \quad \text{when} \quad B'_{mn}(WLI) = B'_{mn}(GFNN) \]  
    (30)
  On the other hand, we plan to calculate the frequency of obtained imputed data for both WLI and proposed GFNN. Based on the frequency value, the discrete data is imputed in the mixed medical dataset.
  \[ B_{mn}' = \begin{cases} 
  B'_{mn}(WLI); & \text{if } B'_{mn}(WLI) > B'_{mn}(GFNN) \\
  B_{mn}(GFNN); & \text{Otherwise} 
\end{cases} \]  
  (31)

4. Results and Discussion

This section demonstrates the experimental results and performance analysis of proposed GFNN model. It is then validated through MSE and RMSE parameters. The performance analysis is also compared with the existing methods.

4.1 Experimental Setup

a) Dataset Description: Here, we utilize two databases from UCI (UC Irvine) Machine Learning [19] for our experimentation to impute the medical data in the missing attribute. Heart disease (Dataset 1): The data is collected by the patient who was undergone for the heart diagnosis. This dataset consists of 76 attribute values which include the patient’s age, sex, patient’s ID, etc. Pima Indian diabetes (Dataset 2): This dataset is a collection of medical diagnostic reports of 768 examples from a population. The sample of this dataset consists of eight attribute values. The database now available in the repository has 512 training samples and 256 testing samples.

4.2 Performance Analysis

a) Analysis of dataset 1

The figure 4 depicts the MSE performance analysis of the proposed model. Depends on the different values of \( R \), the proposed method achieves the lower error value. While using 30% of missing data, the proposed GFNN attains 10.68, 10.64, 10.73, 10.88 and 11.93 MSE for \( R=0.1, 0.2, 0.3, 0.4 \) and 0.5. While using \( R=0.1 \) of the proposed model, the mean square error obtains 5.95 which is then increased to 14.95 while increasing the \( R \)-value that is shown in figure 4. Consequently, the performance of root mean square error is represented in figure 5. The RMSE is the error measure between the actual and predicted output. The lower value of RMSE leads to provide the better performance. Initially, 2.45MSE is obtained which is gradually increased to 3.87 with regard to different \( R \) value. When the percentage of missing data is 40, the error value 3.58 is obtained for \( R=0.1, 3.56, 3.57 \) and 3.62 attains by the proposed method which is demonstrated in figure 5.
b) Analysis of dataset 2

The performance analysis for the dataset 2 using proposed GFNN method is represented in figure 6. Here, we consider the dataset 2 as Pima Indian Diabetes dataset. The figure 6.a shows the MSE performance analysis. According to the percentage of missing data, the proposed method acquires minimum error value. While using R=0.4, the proposed GFNN method attains 20.42, 20.61, 21.06, 21.62 and 22.53 with regard to the various percentage of missing data. When using the 40% of missing data in our proposed system, it provides 22.77, 23.03, 22.37, 21.62 and 20.82 is achieved through various R values. Similarly, the figure 6.b depicts the RMSE performance analysis. When using ten percentage of missing data, the error value 4.66 and 4.68 is obtained for R=0.1 and 0.2, then, 4.63 and 4.51 achieved by R=0.3 and 0.4 and finally, the 4.40 is acquired for R=0.5. The 4.63 RMSE value is achieved initially and then it is moderately increased to 4.65, 4.72 and 4.84 by the proposed GFNN model that is shown in figure 6.b.

4.3 Comparative performance analysis

a) Comparative performance for dataset 1

Figure 7 depicts the comparative performance for dataset 1. Based on the percentage of training data, the proposed method ensures the better performance when compared with the existing methods. The figure 7.a shows the MSE comparative performance for Heart disease dataset. When the percentage of missing data in the input dataset is 30, the existing WLI+GWLMN method acquires 1.20 mean square error, 0.937 and 0.785 MSE achieved by KNN and WLI algorithm and finally, the GWLMN method attains 1.139 error. Subsequently, the comparative RMSE performance is demonstrated in figure 7.b. The existing WLI clustering mechanism attains 33.07, 30.05, 27.79, 33.53 and 30.83 RMSE value is obtained based on the percentage of missing data. The other existing GWLMN method acquires 7.57 RMSE which is then gradually increased to 8.408. But, our proposed grey fuzzy neural network achieves lower 3.52 RMSE ensures to impute the data in the input dataset effectively.
Table 1. Comparative performance of different methods

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Dataset 1</th>
<th>Dataset 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methods</td>
<td>MSE</td>
<td>RMSE</td>
</tr>
<tr>
<td>WLI+GWLMN</td>
<td>1.6044</td>
<td>38.9312</td>
</tr>
<tr>
<td>KNN</td>
<td>1.6446</td>
<td>40.9387</td>
</tr>
<tr>
<td>WLI</td>
<td>1.6883</td>
<td>40.9730</td>
</tr>
<tr>
<td>GWLMN</td>
<td>1.6809</td>
<td>40.9675</td>
</tr>
<tr>
<td>GFNN</td>
<td>1.4488</td>
<td>38.0003</td>
</tr>
<tr>
<td>GRAANN</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PSOAANN</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PSOAAWNN</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>RBFAANN</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

b) Comparative performance for dataset 2

The comparative performance for dataset 2 is shown in figure 8. The figure 8.a depicts the MSE comparative performance analysis. The existing KNN algorithm achieves 0.76, 0.686, 0.651, 0.653 and 0.654 mean square error depends on the percentage of missing data. The proposed GFNN method attains minimum 0.0244 MSE value when compared to the existing algorithm. The proposed method sustains the 0.024 value for 10 to 50 percentage of missing data. Consequently, the figure 8.b represents the comparative performance analysis for RMSE. The RMSE is used to determine the error between the actual input data and desired output data in terms of the square root. While using 20 percentages of missing data, the existing WLI+GWLMN achieves 40.03; the KNN algorithm attains 26.2; the 8.826 and 8.611 are obtained by WLI and GWLMN algorithm. But, our proposed GFNN method obtains lower 4.93 RMSE when compared to the existing methods.

Table 1 demonstrates that the comparative performance of different methods. Here, the performance is analyzed through MSE and RMSE values by two data sets: Heart disease (Dataset 1) and Pima Indian diabetes (Dataset 2). Moreover, the GRAANN, PSOAANN, PSOAAWNN and RBFAANN methods for dataset 2 is referred from [20].Table I depicts the performance of proposed model GFNN acquires low MSE (1.4488, 2.5186) and RMSE (2.5186, 50.185) values while comparing with other existing methods for both the datasets. Hence, the proposed method performs better than the conventional methods due to the hybrid behaviour of the clustering and neural network.

5. Conclusion

In this paper, we proposed the grey fuzzy neural network and WLI fuzzy clustering mechanism for missing data imputation. Here, we considered the mixed database which includes both categorical and numerical data. Firstly, the WLI fuzzy clustering mechanism was utilized in which the medical data
were grouped into different clusters. It was used to evaluate the mean value of the missing attribute to impute the data. Secondly, the input dataset underwent for the proposed GFNN method. The novel Grey Fuzzy Neural Network (GFNN) was designed and developed by integrating the ANFIS and grey wolf Optimizer (GWO). The proposed method was also used to provide the imputed data. Thirdly, the constraint-based hybrid prediction model composed of both WLI fuzzy clustering and proposed GFNN method. Thus, the experimental results were evaluated and performance was analysed through MSE and RMSE metrics. The proposed GFNN method achieved the lower 1.6 MSE and 38.93 RMSE error for the missing data imputation. In future, the respective experimentation will be expanded through advanced hybrid methods.
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