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Abstract: An ensemble approach of fault diagnosis based on lifting wavelet, multi-way principal component analysis
and support vector machines (LW-MPCA-SVM) for batch process is developed in this paper. Firstly, data are prepro-
cessed to remove noise by lifting scheme wavelets, which are faster than first generation wavelets; then multi-way
principal component analysis is used to extract feature for high-accurate diagnosis of the batch process, and SVM is
used to diagnose faults. To validate the performance and effectiveness of the proposed scheme, LW-MPCA-SVM is
applied to diagnose the faults in the simulation benchmark of fed-batch penicillin fermentation process. The results of
simulation clearly demonstrate the effectiveness and feasibility of the proposed method, which diagnoses faults more

accurately with desirable reliability.
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1. Introduction

Batch and transient operations are commonly used
to manufacture high value-added products in the chem-
ical, materials pharmaceutical, biological, and semi-
conductor industries. They are often characterized by
the production of finite quantities of material by sub-
jecting the input value-added products in the chem-
ical, materials to a defined order of processing ac-
tions using one or more pieces of equipments. Process
monitoring and fault diagnosis of such processes are
extremely important to ensure high quality products
and plant safety.

The common natures of non-steady, time- varying
and non-linear behaviors make batch processes more
difficult to diagnose than continuous processes. Pro-
cess disturbances, which may vary with the develop-
ment of time and from batch to batch, affect both pro-

cess and product reproducibility. Paul Nomikos firstly
developed the batch process monitoring approaches
using multi-way principal component analysis (MPCA)
[1]. Subsequently, several techniques using multivari-
ate statistical analysis have been presented for the mon-
itoring and fault diagnosis of batch processes [2-4].
But Hotelling’s 7 statistic and the statistic usually
do not work well by only using normal MPCA when
faults happen.

In early years, several statistical process control meth-
ods were well-recognized tools for on-line monitoring
of the process status. Principal component analysis
(PCA) proposed by Barry M. Wise [5] is primarily
used in the area of chemistries. Nomikos and Mac-
Gregor [6, 7] presented a multi-way PCA method for
batch process monitoring. Ku, Storer, and Georgakis
[8] proposed a dynamic PCA method by adding time-
lagged variables to augment the original data matrix in
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order to capture the dynamic characteristics. Further-
more, Shao, Jia, and Morris [9] integrated wavelets
and non-linear PCA for non-linear process monitor-
ing. Savita G. Kulkarni, Amit Kumar Chaudhary, Som-
nath Nandi, Sanjeev S. Tambe, Bhaskar D. Kulka-
rni [10] integrated PCA assisted generalized regres-
sion neural networks (GRNN). Lee, Yoo, and Lee [11]
developed multiway kernel PCA for monitoring non-
linear batch processes. Nowadays, Xueqin Liu, Uwe
Kruger, Tim Littler, Lei Xie, Shuging Wang [12] pre-
sented moving window kernel PCA for adaptive mon-
itoring of nonlinear processes.

As mentioned above, PCA has been successfully ap-
plied to multivariate process monitoring. However,
PCA is limited to dealing with a linear continuous pro-
cess, which can not be directly used in nonlinear batch
process.

In this paper, an ensemble fault diagnosis method
called LW-MPCA-SVM is put forward by using lift-
ing wavelet transform as a preprocessor to reduce noise
in data. SVM is a supervised learning method which
requires no assumption of data structure and has been
widely used for classification problems. There are
many successful applications of SVM. For example,
Shin, Eom, and Kim [13] applied one-class SVM for
machine fault detection and classification. Shieh and
Yang [14] applied fuzzy SVM to build classification
model for product form design. Li [15] used SVM for
copper clad laminate defects classification. For devel-
oping a successful SVM-based fault detector, the first
step is feature extraction.

The rest part of this paper is organized as follows.
The second section briefly reviews the concepts of
lifting wavelets. The third section describes MPCA.
And section 4 describes SVM. Then the batch diag-
nosis strategy based on LW-MPCA-SVM is presented
in Section 5. The superiority of process monitoring
and diagnosis using LW-MPCA-SVM in a simulation
benchmark of fed-batch penicillin production is illus-
trated in Section 6. Finally, concluding remarks are
made in Section 7.

2. Lifting Scheme Wavelets

The lifting scheme is a spatial domain construction
of biorthogonal wavelets. The main feature of the lift-
ing scheme is that it provides an entirely spatial do-
main interpretation of the transform, as opposed to the
classical frequency domain-based constructions. In
the decomposition procedure, the lifting scheme con-
sists of three basic steps: split, prediction and update
[16]. The steps of lifting scheme are shown in Figure

Y
PREDICTION

—» SPLIT

>U >

Figure 1 Lifting scheme wavelets process

1.

In the split step, the input samples a; are split into
two disjoint samples: odd subset of samples d;_; and
even sub set of samples a;_

{ai-1,di—1} = S(ay) (D

In the prediction step, as both sets of samples are
highly correlative, the odd set of samples can be pre-
dicted by the even set of samples

di1=di—1—plaj_1), ()

where p = [p(0),...,p(M — 1)] is the prediction oper-
ator and M is the length of p.

The update step is a primitive lifting process that
offers better even set of samples. It aims at preserving
the resolution characteristics of the input samples and
obtaining a sub-sample.

ar-1 =ar—1 —U(d;—), 3)

where U = [U(0),...,U (N —1)] is the update operator
and N is the length of U [17].

Using signal a; as the input to lifting scheme can
generate detail signal and approximation signal at lower
resolution level.

3. Multi-way Principal Component Analysis

MPCA, based on PCA, is used to analyze batch pro-
cess data. The experimental data can be constructed
in the form of the three-dimensional array, as shown
in Figure 2. A three-dimensional array of data matrix
X with I x J x K summarizes a series of runs of a typ-
ical batch process, where j = 1,2...,J variables are
measured at times k = 1,2...,K intervals throughout
one batch. Similar data will be run at several numbers
of batches i =1,2...,1. In MPCA, two way matrices
(shown in Figure 2) should be constructed in order to
perform the ordinary PCA. This means that the three-
dimensional array (measurements, batches and time)
must be unfolded into a large two-dimensional matrix.
The three dimensional array can be unfolded to put
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Figure 2 Two unfolding structures for MPCA

each vertical slice I x J side by side to the right, start-
ing with the slice corresponding to the first time inter-
val. The resulting two-dimensional matrix has dimen-
sions I x KJ [18]. PCA is used to decompose array X
into the summation of the product of score vectors T
and loading vectors P:

R
x=Y tpy+E=TP"+E (4)
r=1
where R is the number of principal components, E is a
residual matrix, and T expresses the score matrix and
is a loading matrix.
The distribution parameters at time are estimated
from

SPE, = {SPE s,SPE»,...SPE, },
o= vk/zmk

and
Bk — Z(mk)2/vk ’

where mF is the average of the SPE; and V¥ is the
corresponding variance. Thus, SPE control limit at
time k can be approximated by

k
1%
SPEka = gkX’%k:a - szz(mk)z/vkﬂ S

4. Support Vector Machine Algorithm

SVM is a supervised learning method used for clas-
sification and regression. The main idea behind this
method is to map the data into higher dimensional

input space where the different classes become lin-
early separable and to construct an optimal separating
hyper-plane in this space [19].

Given a dataset points {y;,d;}Y | are given where
Xi € R" is the ith input pattern and d; € R is the ith
output pattern. For linearly separable data, SVM tries
to determine a hyperplane that separates the data in
the feature space. This plane can be represented by

Eq. (6).
f)=0"x+b=0, (6)

where @ € R" is a weight vector and b is a scalar. The
vector ¥ and the scalar b determine the position of the
separating hyperplane. The classifier is constructed so
that hyperplane satisfies the following inequalities for
both the classes.

0" o(x)+b>+1, ifdi=+1 (7)

wT¢(Xi)+b < —1,

which is equivalent to

if di=—1 (8)

dil0"o(x:)+b] > -1, i=12,...,N, (9
where @ (-) is a nonlinear function which maps the in-
put space into a higher dimensional space. This func-
tion is not constructed explicitly. However, if a sepa-
rating hyperplane does not exist in the higher dimen-
sional space, slack variable &; is introduced so that

dil0"o(x)+b]>1-&, i=1,2,..,N (10)

&>0, i=1,2,...,N, an

To find optimal separating hyperplane, the risk bound
is minimized according to the structural risk minimiza-
tion principle by the optimization problem in Eq. (12).

. 1 al
minP (0,&) = 5coTa)Jcmgi, (12)
i=1

w?éi

where c is the regularization parameter which controls
the tradeoff between complexity of the machine and
the number of nonseparable point.

The aim of the SVM method is to construct a deci-
sion function for a classifier as following form.

N
f(x) =sign[Y_ oudiK (x, %) +b] , (13)
i=1

where ¢ is positive real constants and b is a real con-
stant. Here K(-,-) represents the kernel function. We
have the following choices for kernel function [20]:
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1) Linear: K(x, ) = 2! .-

2) Polynomial (of degree ¢q):
K(x20) = (142 %)

3) Radial basis function:

—lx—xl

207

),

where o is a positive real number.
4) Two layer perceptron:

K(x, %) = exp(

K(x. %) = tanh(Bx/ x +6),

where 8 and 6 are constants.
Therefore, we construct the Lagrangian function:

Ji (a) v, &is04,vi) = Pi(0,8)—

Za,{d o(x) +b] —1+&)

- Z vi&ib
i=1

by introducing Lagrange multipliers

(14)

a; >0, ViZO(iZI,Z,...,N)

By solving this, one obtains the following condi-
tions

%—O—m)—iad(j)( i) (15)
5(0_ _l:1 1“1 xl

s8I ¥ _
g_OHw—;O{,d,—O (16)
6J1—0—>O<Ot,§cz—l2 (17)
0w

This leads to the solution of the following quadratic
programming problem:

N
maxQ1 a;; ¢ Z
a = (18)
3 X i () 9 )i
So that
N

Y oidi=0,0<a<c,i=12,...N. (19
i=1
The function ¢ (;) is related to K(), x;) by impos-

ing ¢ (x:)T¢(x:) = K(x,x:), which is motivated by
Mercer’s theorem.
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Figure 3 The sketch of monitoring based on LWPCA

Therefore, the classifier is designed by solving

N

mO?XQl (i K(x.xi) = Z oi—
‘ i=1 (20)

1 N
2 ;didlK (X xi) xixr
subject to
N
Y oidi=0,0<a<c,i=12,...N. (21)

5. LW-MPCA-SVM Algorithm

5.1 LW-MPCA algorithm

The sketch of the proposed algorithm based on LW-
PCA is given in Figure 3.

The lifting wavelet transformation is performed for
the process data and soft-threshold method is applied
to the process detail signals at each level. As a result,
the noise part in the wavelet coefficient is reduced.

Then MPCA is used to extract feature for high-accur-
ate monitoring and/or diagnosis of the batch process.
LWMPCA-based monitoring method is similar to PCA-
based in that Hotelling’s 72 statistic in the feature
space can be interpreted in the same way.

A measure of the variation within the PCA model is
given by Hotelling’s T2 statistic, which is the sum of
the normalized squared scores, and is defined as

T2 =t1,...,ty) A 1, 1), (22)

where A~! is the diagonal matrix of the inverse of
the eigenvalues associated with the retained Principal
Components (PCs). The confidence limit for T2 is ob-
tained by using the F -distribution:

_p(N—1)

2
Tp,N,(X N_p

FpN—p,a; (23)

where N is the number of samples in the model and
p is the number of PCs [18].
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Figure 4 LW-MPCA-SVM algorithm

The SPE is defined as the sum of the squares of e j:

JK JK
0= Z Ojk = Z e?k,

jk=1 jk=1

(24)

Thus e?k is the contribution of variable j at sample
k to the SPE statistic [21].

Contribution plot is available for fault diagnosis. Con-
tribution plots for the SPE statistic show which vari-
able is the root cause of the fault. The process variable
with the highest contribution is possibly the cause of
the abnormality.

5.2 LW-MPCA- SVM algorithm

The steps of LW-MPCA-SVM algorithm are sum-
marized in Figure 4

6. Case Study

The proposed scheme is applied to a modular sim-
ulator for fed-batch penicillin fermentation process,
which was developed by G. Birol, C. Undey and A.
Cinar [22]. The modular is used for comparing the
various monitoring and control methods used in batch
process. This process utilizes a special microorgan-
ism that is being propagated under special condition to

Substrate
Tank

Cold
Water

Hot | ex ;‘q

Water

Figure 5 Flowsheet of Pensim simulator

produce antibiotic as the product of secondary metabo-
lites. This benchmark model is capable of simulat-
ing concentrations of biomass, CO,, penicillin, car-
bon source, oxygen and heat generation under various
operating conditions. These simulations are run under
closed-loop control of pH and temperature, whereas,
glucose addition is performed open looped [23]. A
flow diagram of the penicillin fermentation processes
is given in Figure 5. More information on this modu-
lar can be obtained from the website of the monitoring
and control Group of the Illinois Institute of technol-
ogy.

Training data sets (50 batches) and one set are pro-
duced by running the simulator repeatedly under nor-
mal operating conditions with small random variations
in the initial setting values. Ten variables are selected
for monitoring the process; those variables are listed
in Table 1. The typical time-profiles of ten variables
are shown in Figure 6.

To simulate the process noise under real industrial
condition, the values of process variables are corrupted
by using independently Gaussian white noise with zero
mean and standard deviation of 0.1. The duration of
each batch is 400h and the sampling interval is chosen
to be 1 h [24].

In the batch process, a fault, correspondent to vari-
able 3, is introduced into the process. The fault is 20%
step increased. The substrate feed rate influences the
production of the penicillin. It consequently decreases
the penicillin productivity [25]. The process monitor-
ing results by MPCA and LW-MPCA are shown in
Figure 7 and Figure 8.

For step fault as the first case, Hotelling’s T statis-
tic and the SPE statistic detect the fault at the same
time. With respect to ramp fault, LW-MPCA detects
the faults significantly more efficient and slightly bet-
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Figure 6 Process variables

ter than MPCA. In addition, the results of different
numbers of the reference batches in the example of
benchmark fed-batch penicillin fermentation demon-
strate that the false alarm rate in LWMPCA monitor-
ing is more accurate than that of MPCA in the case of
smaller reference datasets.

In this experiment, the LW-MPCA-SVM approach
is applied to the batch process. LW-MPCA-SVM is
compared with SVM, and the experiment results are
shown in Figure 9-14. In the simulation experiment
three faults are set up and shown in Table 2. The ac-
curate diagnosis rates of the two methods are shown in
Table 3, and the dimension reduced by PCA in Figure
15-17.

Table 1 Variables used in the monitoring of the benchmark
fed-batch penicillin fementation process

Number Process variables
1 Aeration rate (L/h)
2 Agitator power input (W)
3 Substrate feeding rate (L/h)
4 Substrate feeding temperature (K)
5 saturation (%)
6 Culture volume (L)
7 CO, concentration (mmol/L)
8 pH
9 Bioreactor temperature (K)
10 Generated heat (kcal/h)
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Figure 7 MPCA process monitoring

Table 2 Variables used in the monitoring of the benchmark
fed-batch penicillin fementation process

Number Fault Description

Fault 1 Substrate feed flow rate is suddenly
step-increased by 10% at 250 h and

maintained to 400 h of batch operation

Fault 2 Aeration rate is linearly increased by 30%
with the ramp rate from 200 h to the end of

batch operation (400 h)

Fault 3 Substrate feed flow rate is step-increased by
90% at 10 h and maintained to 400 h of batch

operation
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Table 3 Comparative analysis of the faults diagnosis rates
by the three diagnosis methods (%)

Fault Type Fault1 Fault2 Fault3
LW-MPCA-SVM | 99.13 97.25 99.75
SVM 62.50 94.63 99.88
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Figure 9 LW-MPCA-SVM classification for fault 1
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Figure 10 LW-MPCA-SVM classification for fault 2
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Figure 11 LW-MPCA-SVM classification for fault 3
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7. Conclusion

In this paper, we have proposed an ensemble LW-
MPCA-SVM approach for fault diagnosis of batch pro-
cess. The noise in data is reduced by the lifting wavelet
scheme. Then multi-way principal component analy-
sis is used to extract feature for high-accurate moni-
toring and/or diagnosis of the batch process. Finally,
SVM is used to diagnose faults. Simulations con-
ducted on the penicillin fermen-tation model have sho-
wn that LW-MPCA is more efficient and has better
performance than the MPCA. And LW-MPCA-SVM
algorithm for classification of batch process is more
efficient than SVM and gives better recognition accu-
racy.
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