Brain Tumor Classification in MRI Images Using En-CNN
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Abstract: Brain tumors are among the most common diseases of the central nervous system and are harmful. Early diagnosis is essential for patient proper treatment. Radiologists need an automated system to identify brain tumor images successfully. The identification process is often a tedious and error-prone task. Furthermore, brain tumor binary classification is often characterized by malignant and benign because it involves multi-sequence MRI (T1, T2, T1CE, and FLAIR), making radiologist's work quite challenging. Recently, several classification methods based on deep learning are being used to classify brain tumors. Each model's performance is highly dependent on the CNN architecture used. Due to the complexity of the existing CNN architecture, hyperparameter tuning becomes a problem in its application. We propose a CNN method called en-CNN to overcome this problem. This method is based on VGG-16 that consists of seven convolutional networks, four ReLU, and four max-pooling. The proposed method is used to facilitate the hyperparameter tuning. We also proposed a new approach in which the classification of brain tumors is done directly without priorly doing the segmentation process. The new approach consists of the following stages: preprocessing, image augmentation, and applying the en-CNN method. Our new approach is also doing the classification using four MRI sequences of T1, T1CE, T2, and FLAIR. The proposed method delivers accuracy on the MRI multi-sequence BraTS 2018 dataset with an accuracy of 95.5% for T1, 95.5% for T1CE, 94% for T2, and 97% for FLAIR with mini-batch size 128 and epoch 200 using ADAM optimizer. The accuracy was 4% higher than previous research in the same dataset.
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1. Introduction

Brain tumor refers to the uncontrolled growth of clusters of brain cells in a particular area. Between 2012 and 2016, the Central Brain Tumor Registry of the United States (CBTRUS) recorded an annual occurrence of benign and malignant brain tumors and central nervous system (CNS) tumors of 23.41 percent or 100,000 [1]. In all brain and other CNS tumors, the most common form is malignant, called glioblastoma, which accounts for approximately 14.6 percent of all tumors and often affects males. By contrast, the most prevalent benign tumor is meningioma, which affects 37.4 percent of women [1].

Brain tumors are categorized as benign or malignant based on the pattern of cell development. Benign tumors are noncancerous and grow slowly, and therefore do not spread to other areas of the brain. Malignant, on the other hand, is cancerous, exhibits rapid cell proliferation, and invades other brain...
organs. Glioma is a tumor that arises from glial brain cells, accounting for 20% of brain and central nervous system tumors and 80% of malignant tumors. According to the World Health Organization, gliomas are categorized into four classes, from type I to IV [2]. Grade I tumors typically occur in children and are benign with a similar glial cell texture. Grade II tumors with prolonged growth differ slightly in texture. Grade III oligoastrocytoma is a malignant oligodendroglioma that combines oligoastrocytoma and anaplastic oligodendroglioma. Glioblastoma is a grade IV tumor that is the most serious type of gliomas and tissue defects visible to the naked eye [3]. Tumors in stages III and IV are malignant, while those in stages I and II are benign (low-grade glioma).

Imaging computer technology methods, specifically Magnetic Resonance Imaging (MRI) and Computed Tomography (CT) provide a detailed brain tumor image [4]. MRI is one of the most frequently used noninvasive approaches for diagnosing and treating brain disorders because it determines the size and location of contaminated tissue [5]. MRI greatly increases the amount of knowledge available to determine normal anatomy. It is more effective than all other imaging techniques at detecting brain tumor tissues than any other imaging technique due to the high contrast nature of soft tissue, the high spatial resolution, and the lack of harmful radiation [6]. The diagnosis is made in this study using a variety of MRI sequences, including T1 MRI, T1-CE MRI, T2 MRI, and fluid-attenuated inversion recovery (FLAIR) MRI. Brain tumor examination via imaging modalities has gained prominence in the radiology department.

Appropriate brain tumor classification is important for determining a patient's prognosis and treatment. A screening technique involving a radiologist visualizing the brain's MRI is important. Due to the time and subjective nature of the visual diagnosis, an accurate computer-aided diagnostic (CAD) method has been developed [5]. Machine learning and deep learning have emerged as new tools for medical image processing.

Medical image processing has advanced significantly as a result of the rapid advancement of computers and deep learning. Machine learning (ML) is an application of artificial intelligence (AI) that uses statistical techniques to automatically generate a model from a collection of data, thus enabling computers to "read." It enables computers to learn from a variety of data and generate a model for performing the input-output process without the need for explicit software code. The ML algorithm has been widely used as part of AI in medical imaging. Machine learning is classified into two types: supervised and unsupervised. The supervised algorithm is used to test the input variable mapping function to predict novel subject labels using output labels. The algorithm's primary objective is to discover inherent patterns in training data. Several algorithms can be used to accomplish this, including K-Nearest Neighbors (KNN) [7], Support Vector Machine (SVM) [8, 9], and Artificial Neural Network (ANN) [10]. Unsupervised learning is the process of analyzing previously undetected trends in datasets without the use of labels or human control, for example, using fuzzy c-means [9] and Self-Organization Map (SOM) [11].

Extracting features from a training image is critical for the learning process. After segmentation, a grayscale, texture, and statistical feature extraction is performed. This is referred to as handcrafted feature extraction, and it needs an expert with strong expertise while understanding the features is critical. Additionally, the use of large-scale data increases time consumption and error rates.

Deep learning (DL) is a sub-part of machine learning concerned with multiple representation layers and their associated hierarchical features. The DL algorithm uses several layers of nonlinear identities for extracting features. Each sequence layer's output corresponds to the preceding layer's input [12]. Convolutional neural networks (CNN) are used in deep learning to process visual images in optimal 2D and 3D formats. It is motivated by the way the brain works and how it deals with large amounts of data. Le Cun launched CNN in 1998 as a network called "Lenet." However, it became prevalent when Krizhevsky won the CNN ImageNet Image Classification Competition with Alexnet in 2017.

Machine learning and deep learning techniques are often used on massive MRI brain tumor datasets that provide ground reality for a variety of practice cases. Classification problems are solved using artificial intelligence and historical data. While designing the optimal classifier, accuracy, performance, algorithm complexity, and computational resources must all be considered.

Prior to the classification point, researchers used the segmentation method in their previous approaches. Segmentation is a repetitive, time-consuming, and subjective procedure that is dependent on the medical staff's expertise. Bahadure et al. [13] proposed using Berkeley wavelet transformation (BWT) and SVM to segment and identify MRI brain tumors. Additionally, they extracted the function using the statistics feature formula.
Alfonse and Salem recommend performing a fast Fourier transformation to extract features for automatic classification using the SVM in enhancing the classifier's performance [9]. The reduction of features employs approaches based on minimum redundancy and maximum relevance. Additionally, Kumar and Vijay Kumar [14] developed a theory factor analysis method for feature reduction and the radial base function of the SVM kernel base for classification. Ramdlon et al. [15] categorized brain tumors into three types: Astrocytoma, Glioblastoma, and Oligodendroglioma. They performed segmentation using the watersheds approach and feature extraction using shape-based features using a KNN classifier. Meanwhile, the stage used a filled area and a centroid to extract features.

In another publication, Amin et al. [16] segmented brain tumors before classifying them using the Potential Field (PF) clustering process. To boost classification accuracy, the Local Binary Pattern (LBP) and wavelet transform features are used. Besides the disadvantage of performing segmentation before classification, the current method has a disadvantage in that the efficiency of the classifier machine is highly dependent on the combination and selection of features. This complicates the optimization of the classifier's efficiency, especially during the preprocessing stage. If it is assumed that selecting useful features is no longer necessary, then self-learning features are needed during the machine learning preprocessing stage. As a result, the best approach for the function to self-learn is deep learning via the CNN method.

Compared to traditional approaches, which use feature extraction as an input for classification, CNN analyzes complex features that directly reflect the data in real-time. CNN takes the image's collected patches as input and extracts increasingly complex feature hierarchies using trainable constitutional filters and local subsampling. Amin et al. [17] implemented the CNN tumor classification system and preprocessed the data using the discrete wavelet transform (DWT) fusion process method. This technique enhances the accuracy of MRI images by suppressing noise. Additionally, global thresholding was used to isolate tumors for CNN classification.

Sajjad et al. [18] used multimodal CNN-based tumor classification, segmenting the brain tumor using CNN. The image augmentation process was used to complement the pre-trained process data used as input to the VGG-19 model. The results obtained from the selected data help to boost the overall performance of the system. Vijh et al. [19] determined the optimal segmentation threshold using adaptive particle swarm optimization (PSO) and the Otsu process. Additionally, anisotropic diffusion (AD) filtering was used to eliminate noise and increase image quality, and the resulting features were used as CNN inputs.

Sharif et al. [20] suggested a saliency-based tumor segmentation method and an inception V3 pre-trained CNN for MRI classification of brain tumors. The inception V3 network is composed of 95 layers of batch normalization, 94 layers of convolutional layers, and layers of rectified linear unit (ReLU). Prior to classification, these studies conducted segmentation and feature extraction, which raises the probability of additional classification levels. Several additional methods for classifying brain tumors have been created. Ghasemi et al. [21] used six layers of CNN to complement and extract features using a generative adversarial network (GAN) method.

Khan et al. [22] suggested a five-step research process for binary tumor classification of malignant and benign brain tumors using the VGG network and MRI images of multi-sequence brain tumors (T1, T2, T1CE) and FLAIR. Preprocessing edge-based histogram equalization and discrete cosine transformation (DCT) have been used for linear contrast stretching. VGG-16 and VGG-19 networks were used to extract features at the second stage. An extreme learning machine (ELM) was used to choose the best features at the third stage. A robust partial least squares (PLS) covariant was used in one matrix in the fourth step and then fed to ELM for final classification. Gashemi [21] and Khan [22] both used feature extraction and feature selection in their study. Additionally, they employ a sophisticated CNN architecture and conduct direct classification on a variety of MRI sequences, including T1, T1CE, T2, and FLAIR, lowering classification accuracy.

However, the current approach used a CNN network, which is very complex, and also required segmentation and feature extraction prior to classification. Given that tuning hyperparameters such as the number of convolutional layers, optimizers, large quantities of training data, and dropouts all affect deep learning efficiency, CNN has struggled with hyperparameter tuning.

Thus, in this paper, we propose a new method called en-CNN to classify brain tumors into benign (Low-Grade Glioma or LGG) and malignant (Glioblastoma or GBM). The en-CNN stands for “enhanced CNN.” This approach is based on VGG-16 architecture but simpler architecture, with fewer layers and parameters. Seven convolutional networks, four ReLU networks, and four max-pooling networks are used to allow hyperparameter tuning. Additionally, we suggest a method in which brain tumor classification is performed directly without
first performing segmentation. This approach consists of the following stages: preprocessing, image augmentation, and applying the en-CNN method. Our new approach is also doing the classification using four MRI sequences of T1, T2, T1CE, and FLAIR.

The contributions of this paper are as follow:

1. Propose a new method called en-CNN that is based on VGG-16 but has a simpler architecture by omitting several convolutional layers, which then simplifies the process of hyperparameter tuning
2. Applying classification method directly without doing segmentation process before the classification
3. Applying the proposed architecture using four sequences of MRI images: T1, T1CE, T2, and FLAIR

The remainder of this paper is organized as follows. Section 2 of this paper is material and methods, covering the research description and methods used, starting from the dataset to the network. Section 3 is Theory and Calculation, which describes CNN and how it works. Sections 4, 5, and 6 are results, discussion, and conclusions, respectively.

2. Data set

As shown in Fig. 1, this research used the Brain Tumor Segmentation (BraTS) dataset, which consists of 3T multi-sequence MRI GBM and LGG scans. It is updated regularly by trained radiologists in collaboration with regular clinicians and is confirmed by pathological diagnosis.

Preprocessing of the BraTS dataset included recording directly with the same anatomical template, interpolation to the exact resolution (1 mm3), and skull stripping [23]. The BraTS 2018 dataset included multi-sequence MRI images of 101 GBM and 66 LGG patients from various perspectives, including axial, coronal, and sagittal, as illustrated in Fig. 2.

Figure. 1 From left to right, different grades of gliomas BraTS dataset GBM and LGG. The tumor has a yellow square

Figure. 2 From left to right, different acquisition of Glioblastoma ( Axial, Coronal, and Sagittal). Tumors are localized with a red cross line

3. Convolutional neural network (CNN)

3.1 CNN architecture

CNN architecture is constructed from three layers, consisting of Convolutional, Sub-Sampling layer, and fully connected (FC) layers, and each layer can be modified onto several layers. The first layer of CNN, the convolutional layer, is liable to detect local features extracted from input image locations. Subsequently, those layers provide a connecting layer that converts inputted images through feature maps wrapped with filters. The convolution representation is depicted in Eq. (1) [24],

$$z^l = h^{l-1} \ast W^l$$

where $z^l$ is pre-activation layer $l$, $h^l$ is an activation of layer $l$ function, and $W^l$ learnable parameter. The second layer reduces the features map dimension by choosing pixel values as output based on specific regulations. Max pooling has been used as an algorithm on subsampling layers as in Eq. (2) below:

$$h^l_{xy} = \max_{i=0, \ldots, a, j=0, \ldots, b} h^{l-1}_{(x+i)(y+j)}$$

FC layers are capable of classifying data and performing nonlinear transformations to obtain the desired output value. The first and second layers correspond to the learning section, while the third layers (FC layers) correspond to the classification section.

$$z^l = W^l h^{l-1}$$

Apart from the filter and kernel sizes, the convolutional layer has parameters for stride (S) and zero-padding (ZP). Suppose the stride value is 1, the convolution filter shifts by 1 pixel horizontally, followed by a 1-pixel vertically. The smaller the step, the more detailed information input can be obtained, even when it affects the computing process. Additionally, the output of the convolutional layer becomes the input of the subsequent convolutional layer. The output is always smaller than the original
condition's input dimension, wasting much information (except using a stride one 1x1 filter). However, ZP, a parameter that specifies the number of pixels on either side of the convolutional layer's input (which contains the value 0), is used to circumvent this limitation. Additionally, it acts as a manipulator, ensuring that the output of the convolutional layer matches the dimensions of the input. By utilizing a deeper convolutional layer to extract additional features, the ZP parameter improves CNN performance and makes CNN increasingly useful for extracting and identifying multi-dimensional data.

Fig. 3 shows a 3x3 kernel implementation on a 3x3-size image with zero paddings and producing a 3x3 convolved image with $S = 1$. The activation function is before the pooling layer and after the convolution process. An activation function is the resulting convolution value at this point. The activation function is ReLU, where the output value of the neuron can be represented as 0 when the input is negative. If the activation function input is positive, the neuron output equals the value of the activation function input. The activation mechanism of ReLU is depicted in Fig. 4.

$$f(z) = \max(0, z) \quad (4)$$

The pooling layer decreases the size of the image dimension, a process known as downsampling. The downsampling method divides the image into small rectangles, such as 2x2, traverses the image in steps of 2x2, and determines the maximum value of the four elements. Fig. 5 illustrates a max-pooling layer in action.

Another often used parameter in CNN is the dropout function. Dropout is a regularization technique for neural networks in which multiple neurons are randomly chosen and ignored during training, though they can be spelled out randomly. The network temporarily disables the input of discarded neurons, and the new weight cannot be used during backpropagation.

Dropout refers to the process of eliminating secret or observable neurons from a network in order to avoid overfitting and accelerate learning. Removing a neuron from the network means momentarily removing it from the network. A neuron is randomly selected and given a probability value between 0 and 1. In the proposed architecture, 10% dropout probabilities were found to be the most appropriate for dropout layers 1 and 2.

Fig. 6 (a) illustrates a simple neural network with two hidden layers. In part (b), the neural network used the dropout regularization strategy, which eliminated the need for multiple activation neurons. This technique was applied to CNN models and had an impact on their training efficiency in addition to eliminating overfitting.

Additionally, three advanced layers were used: FC, sigmoid, and classification layer. The FC is used to bind each neuron in a layer to those in the preceding and following layers. The sigmoid layer is used to suppress all predicted classes between 0 and 1. This layer's performance can be determined as follows:

$$y(z_k)_j = \frac{1}{1 + e^{-z_k}} \quad (5)$$

The probability of any class $j$ can be calculated over $k$ different classes as a function $y(z)$. Finally, the classification layer was evaluated using cross-entropy loss. Additionally, these classifications assign a final binary prediction mark to each image that was used. Eq. (6) is used to represent loss, where $p(z)$ denotes the target label vector, $q(z)$ denotes the contribution from the sigmoid layer, and $C$ denotes the number of classes.

$$H(p, q) = -\sum_{i=1}^{C} p_i(z) \log(q_i(z)) \quad (6)$$
3.2 Regularization and optimization techniques

Regularization is used to eliminate generalization errors while minimizing training losses. The generalization error is the difference between the sampling error obtained when testing the model using previously observed data and the error obtained when testing the model using previously unknown data. With a narrow generalization error, the model created by the learning process should be well generalized. When the generalization error is high, the model tends to overfit because its capacity is too high. The model is restricted to the training data given and cannot be generalized to previously unseen data. The inverse of overfitting is underfitting, which occurs when the resulting model cannot extract the appropriate function from the data.

Numerous techniques are used to mitigate over- or under-fitting, including data augmentation by geometric and original image color adjustments. Additionally, dropout layers are used to stochastically erase hidden unit weights. Regularization with L2 applies a penalty to the cost function and decays the weights, as shown in the following equation [25].

\[ \text{Cost function}' = \text{Loss} + \lambda \sum_{i=1}^{k} w_i^2 \]  

Where \( \lambda \) is regularization parameter and \( w \) is the corresponding weight(s) for \( i = 1, \ldots, k \). In an idealistic situation, it is critical to achieving the global minimum by optimizing parameters and minimizing the loss feature. Convergence reaches when small steps towards a negative gradient are taken. This study shows that the “adaptive moment estimation” is the optimal optimizer for the proposed structure.

4. The proposed method

Fig. 7 illustrates the proposed method's block diagram. The system begins by extracting the raw brain tumor data image set and then labeling the image. The extracted picture and its mark are fed into the system. Considering that, preprocessing and augmentation are performed, proceeded by the

dataset being divided into preparation, validation, and test datasets.

Regarding that, a deep learning model was built using the proposed network, followed by hyperparameter tuning, regularization techniques,
and algorithm optimization. Even after that, network training and computing efficiency were discussed.

4.1 Preprocessing stage

The classification stage used only MRI slices with tumors for pre-processing. Slices are chosen in accordance with the BraTS ground-truth image. Apart from shrinking the original image from 255x255x1 to 224x224x1, the dataset is resized to reduce processing time. Prior to splitting, data is shuffled to preserve the process, train with the original data, and focus on the dataset’s narrow band. The data will be segmented into three groups: training, validation, and testing (64% for training and 36% for testing and validation). The next step is to augment image data in order to reduce overfitting and improve model accuracy. As shown in Figure 8, augmentation involves multiplying the dataset for the machine to accept the image as fresh.

Algorithm 1. Pseudocode for preparing the data and augmentation

**Input** : Image X, Labels Y
**Output**: Image X\_generated and Labels Y\_generated

1. Get X as array of images
2. Get Y as array of each image label
3. Set num\_operations as number of augmentation operations
4. Initialize BATCH\_SIZE
5. For each i in num\_operations
   Initialize augmentation operation
   {shear, zoom, horizontal flip}
6. For each slice in BATCH\_SIZE
   Generate data based on augmentation operations:
   X\_aug[i][slice] as result of generated image data
   Y\_aug[i][slice] as the image label of generated image
7. Initialize generated\_data array to save all generated images and labels
8. For each i in num\_operations
   For each slice in BATCH\_SIZE
   Combine X\_aug[i][slice] and Y\_aug[i][slice] to the generated\_data
9. Shuffle the data inside the generated\_data
10. Create X\_generated array
11. Create Y\_generated array
12. For each images and labels in generated\_data
    X\_generated = images
    Y\_generated = labels

Figure 9 (a) illustrates a 16-layer CNN network, beginning with the input, which is the image added in the previous preprocessing step. The activation

This study analyzed 1000 slices of GBM from 101 patients and 1000 slices of LGG from 66 patients. Each of the shear [26], zoom [27], and horizontal flip processes [28] adds a multiplier factor of two to the results. This means that the datasets for the GBM and LGG classes were each 6000.

4.2 Proposed CNN architecture

Fig. 9 (a) illustrates a 16-layer CNN network, beginning with the input, which is the image added in the previous preprocessing step. The activation
function is used to select features, and downsampling is used to reduce the size of the CNN layers' arrays through sequential convolution, ReLU, and pooling. The dropout layer, followed by a completely linked and sigmoid layer, eliminates overfitting. Classification is used to forecast future grades. The 2D layer performs convolution on an image by applying a convolution kernel (filter) of a defined size (MxN).

Additionally, the machine obtains new representative data by multiplying portions of the image with the filter and calculating the dot product of the weights (kernel weights) and the input. The filter alters the picture vertically and horizontally, which is referred to as stride (S). The padding or zero padding parameter determines how many pixels are inserted to each side of the input and is used to control the convolution layer (feature map). The output measurements can be calculated to ensure that they remain consistent with the input or that they are not significantly reduced using padding. As a result, a deeper convolutional layer is used to remove additional features effectively, as shown in Fig. 9. (a).

VGG Net is a simpler CNN architecture meant to stack convolutional layers by increasing filter size. Suppose the convolution layer 1 has 13 filters. The next one should have the same filter size, 13 or more filters. Furthermore, all the filter sizes used are the exact dimensions of 3 x 3. The size of these two 3x3 filters is cheaper than one 5x5 filter.

Since VGG-16 has thirteen convolutions, five max-pooling, three fully connected (FC) layers, and one Softmax as a classification layer, the process of hyperparameter tuning is not accessible. An en-CNN (Fig. 9(b)) was developed based on VGG-16 with seven convolution, four max-pooling layers, and one fully connected layer. A sigmoid layer was used after a fully connected layer instead of softmax for binary classification. After each layer, a dropout layer was added to reduce overfitting. By simplifying the VGG network (en-CNN), the hyperparameter tuning process becomes more manageable.

The en-CNN model is implemented using a higher level Python library, Keras, which runs over an open-source deep learning framework Tensor Flow as a backend to classify the brain tumor MRI images.

5. Experiment result

The accuracy and loss of multimodal MRI brain tumors show in Fig. 10. The training accuracy is nearly 100% after the 200 epochs, while the resulting loss is close to zero for all MRI sequences. MRI sequences T1 and T2 have more fluctuations in the loss. Fig. 11 shows validation accuracy and losses for multimodal brain tumors. Accuracy shows a plateau of nearly 100 percent, with loss decreasing to zero. According to Fig. 11, the accuracy and loss of validation on T1 and T2 sequences are more unstable than T1CE and FLAIR. In T1CE and FLAIR sequences, the curve tends to be smoother after epoch 150.

The models performance can be measured by finding its accuracy and recall. Some terms
commonly used to measure classification model performance include positive and negative predicted cases, the basis for the search for true positive (Tp), true-negative (Tn), false-positive (Fp), and false-negative values (Fn). These terms are usually summarized as a confusion matrix, as shown in Fig. 12. Precision, Sensitivity, Specificity, and Accuracy are calculated, as shown in Eq. (8).

\[
\text{Sensitivity} = \frac{Tp}{Tp + Fn} \times 100\%
\]

\[
\text{Specificity} = \frac{Tn}{Tn + Fn} \times 100\%
\]

\[
\text{Accuracy} = \frac{Tp + Tn}{Tp + Tn + Fp + Fn} \times 100\%
\]

\[
\text{Precision} = \frac{Tp}{Tp + Fp} \\
F1 \text{ score} = \frac{2(Precision) \times (Recall)}{Precision + Recall}
\] (8)

True positive and negative values refer to positive and negative predicted cases that are classified correctly by the model. In comparison, false positives and negatives are negative and positive predicted cases classified as positive and negative classes by the model. The confusion matrix on the image shows that the classification models performance can be calculated, as shown in Table 1.

In this study, various hyperparameter tunings were assessed to obtain the appropriate tuning and high accuracy results, as shown in Table 2. The highest classifier performance was achieved at epoch 200, as shown in Table 3 and Fig. 12. The batch value was constant at 128 with a dropout layer, variable number of epochs, and an optimizer function in the design trials. Table 3 shows the test results, where the more extensive the epoch, the higher the accuracy.

The en-CNN architecture provides accuracy values that increase from epoch 30 to 300. The best performance is obtained at epoch 200 with 97 % accuracy, 97.03 % sensitivity, 96.97 % specificity, 0.97 precision, and 0.97 F1 scores. FLAIR MRI brain tumor image dataset obtained the highest performance value. In Fig. 12, the proposed network was tested with variations in optimizer function and epoch value from 30 to 300 epoch and batch size 128.

The optimizer value that best matches the FLAIR is The adaptive moment estimation, or "ADAM," it was performed on an MRI brain tumor dataset. According to Figure 13, the ADAM optimizer function achieves a higher accuracy of 97 percent as compared to Root Mean Square Propagation (RMSProp) at 92.6 percent and Stochastic Gradient Descent (SGD) at 87.5 percent. According to Kingma [29], the ADAM optimizer excels at dealing with massive datasets and space parameters with a high dimension. Additionally, the Adam optimizer has been used to accelerate network convergence [30]. This is consistent with the brain tumor dataset we use, which is a large collection of high-dimensional parameters designed to aid in the computation process.

The following table compares pre-existing layers to en-CNN. According to Table 4, the en-CNN architecture has fewer convolutional layers, a smaller filter size, a ReLU layer, a max-pooling layer, and an FC layer than the VGG-16 and VGG-19 architectures.
Table 1. Proposed classifier performance of brain tumor multimodal MRI sequences

<table>
<thead>
<tr>
<th>Multimodal</th>
<th>Accuracy (%)</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>Precision</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>95.5</td>
<td>96.08</td>
<td>94.9</td>
<td>0.96</td>
<td>0.95</td>
</tr>
<tr>
<td>T1CE</td>
<td>95.5</td>
<td>95.7</td>
<td>95.33</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>T2</td>
<td>94</td>
<td>97</td>
<td>91</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td>FLAIR</td>
<td>97</td>
<td>97.09</td>
<td>96.91</td>
<td>0.97</td>
<td>0.97</td>
</tr>
</tbody>
</table>

Figure 11 en-CNN Network Validation Accuracy and Loss for: (a) T1, (b) T1CE, (c) T2, and (d) FLAIR brain tumor MRI image classification.

Table 2. Hyperparameter and architecture before the final model

<table>
<thead>
<tr>
<th>Factor(s)</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of convolutional + ReLU layers</td>
<td>1,2,3,4,5,6</td>
</tr>
<tr>
<td>Number of drop out layers</td>
<td>1,2,3</td>
</tr>
<tr>
<td>Maximum epochs</td>
<td>30,50,100,150,200,250,300</td>
</tr>
<tr>
<td>Number of fully connected layers</td>
<td>1,2</td>
</tr>
<tr>
<td>Optimizer</td>
<td>ADAM, RMSprop, SGD.</td>
</tr>
<tr>
<td>Mini batch size</td>
<td>32, 64, 128</td>
</tr>
<tr>
<td>Dropout rate</td>
<td>0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8</td>
</tr>
</tbody>
</table>

Table 3. Classifier performance for brain tumor FLAIR MRI according to various epoch

<table>
<thead>
<tr>
<th>Epoch</th>
<th>Accuracy (%)</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>Precision</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>89</td>
<td>84</td>
<td>94</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>50</td>
<td>89</td>
<td>92.86</td>
<td>86.21</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>100</td>
<td>92.5</td>
<td>92.05</td>
<td>92.86</td>
<td>0.92</td>
<td>0.92</td>
</tr>
<tr>
<td>150</td>
<td>96</td>
<td>94.39</td>
<td>97.85</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>200</td>
<td><strong>97</strong></td>
<td><strong>97.03</strong></td>
<td><strong>96.97</strong></td>
<td><strong>0.97</strong></td>
<td><strong>0.97</strong></td>
</tr>
<tr>
<td>250</td>
<td>96</td>
<td>98.96</td>
<td>93.27</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>300</td>
<td>97</td>
<td>97.09</td>
<td>96.91</td>
<td>0.97</td>
<td>0.97</td>
</tr>
</tbody>
</table>
Figure 12 en-CNN prediction Confusion Matrix for: (a) T1, (b) T1CE, (c) T2, (d) and FLAIR brain tumor MRI image classification.

Figure 13 Proposed network accuracy based on optimizer function for FLAIR brain tumor image classification.
### Table 4. Layer comparison of VGG-19, VGG-16, and en-CNN

<table>
<thead>
<tr>
<th>Layers</th>
<th>VGG-19</th>
<th>VGG-16</th>
<th>en-CNN (Proposed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image Input Size</td>
<td>224x224 pixel</td>
<td>224x224 pixel</td>
<td>224x224 pixel</td>
</tr>
<tr>
<td>Convolutional Layer</td>
<td></td>
<td>13</td>
<td>7</td>
</tr>
<tr>
<td>Filter Size</td>
<td>64,128, 256,512</td>
<td>64,128</td>
<td>32,64,128</td>
</tr>
<tr>
<td>ReLU</td>
<td>18</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Max Pooling</td>
<td>5</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>FC Layer</td>
<td>3</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

### Table 5. The proposed model and previous related comparison

<table>
<thead>
<tr>
<th>Model</th>
<th>Dataset</th>
<th>MRI. Modality</th>
<th>Classification Type</th>
<th>Classification Method</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bahadure [13]</td>
<td>Brain Web</td>
<td>Multi</td>
<td>SVM</td>
<td>96.51</td>
<td></td>
</tr>
<tr>
<td>Ramdlon [15]</td>
<td>The Cancer Imaging Archives (TCIA)</td>
<td>T1</td>
<td>Multi</td>
<td>KNN</td>
<td>89.5</td>
</tr>
<tr>
<td>Sajjad [18]</td>
<td>Radiopedia and Nanfang Hospital and General Hospital, Tianjin Medical University.</td>
<td>T1CE</td>
<td>Multi</td>
<td>VGG-19</td>
<td>95.5</td>
</tr>
<tr>
<td>J. Amin [16]</td>
<td>BraTS 2015</td>
<td>T2, FLAIR</td>
<td>Binary</td>
<td>SVM</td>
<td>94</td>
</tr>
<tr>
<td>Sharif [20]</td>
<td>BraTS 2018</td>
<td>T1, T1CE, T2, FLAIR</td>
<td>Binary</td>
<td>Inception V3</td>
<td>92.5</td>
</tr>
<tr>
<td>Khan [22]</td>
<td>BraTS 2018</td>
<td>FLAIR</td>
<td>Binary</td>
<td>VGG-16</td>
<td>92.79</td>
</tr>
<tr>
<td>Proposed</td>
<td>BraTS 2018</td>
<td>T1, T1CE, T2, FLAIR</td>
<td>Binary</td>
<td>en-CNN</td>
<td>97</td>
</tr>
</tbody>
</table>

Meanwhile, Table 5 shows a comparison of the proposed methods against existing research. Table 5 shows that the proposed method has higher accuracy in the classification of brain tumors.

### 6. Discussion

This study explained how to classify brain tumors using a deep learning technique called en-CNN. The Proposed Approach is more reliable than the SVM methods proposed by Bahadure [13] and Amin [16]. This is because, in addition to several multi-modalities, deep learning classifications were used, while the previous two studies focused exclusively on a single sequence modality and machine learning methods.

Additionally, the proposed method outperforms Ramdlon [15], as we used a deep learning-based classification method without segmentation or feature extraction stages in this analysis.

Moreover, the proposed approach outperforms Sajjad [18], Sharif [20], and Khan [22] as compared to other approaches in the deep learning community. This is because Sajjad [18] uses fewer sequences, specifically two, whereas other researchers’ proposed method is more effective while using the same number of sequences. This is because they conducted their research using a complex network, namely VGG-16 and Inception V3. Meanwhile, the approach we suggest is more reliable due to the simpler design, which makes determining the architecture’s tuning hyperparameter easier.

As input, the network receives an MRI brain tumor image. In contrast to machine learning, the proposed classification approach does not require manual feature extraction; rather, a filter on a convolutional network performs feature extraction automatically. Similar to some current approaches, the proposed classification method is non-segmented. This research experimented with different CNN model parameters before settling on the optimal value in the previous architecture. The most difficult part of the process is the CNN preparation, which takes weeks to complete without overfitting or underfitting brain tumor datasets. As Triwiyatno [31] states, the efficiency of deep learning is highly dependent on hyperparameters. The more complex the network, the more challenging the tuning of the hyperparameters becomes.

We addressed this issue in this work by simplifying the CNN network called en-CNN. En-CNN was able to distinguish two distinct types of brain tumors correctly. A confusion matrix with a precision of greater than 95% indicates the accuracy achieved. As illustrated in Table 4, en-CNN appeared to have a simpler architecture than VGG-16 and
VGG-19 but did not degrade classification results. We used VGG-16 as a comparison; while VGG-16 used thirteen convolutional layers, en-CNN used seven. If VGG-16 used five layers of ReLU and max-pooling, en-CNN used four layers of ReLU and max-pooling. Three FC layers were used in VGG16, while en-CNN used a single FC layer.

Additionally, we compared our results to those of previous research, as shown in Table 5. We compare many reported findings to proven methods. Amin [16] analyzed the BraTS 2015 dataset using machine learning techniques. The authors used a handcrafted feature in their analysis, achieving a classification accuracy of 94% using SVM for the LBP and wavelet transform fusion features. Khan [22] classified brain tumors using the BraTS dataset using a combination of pre-trained VGG networks. This approach achieved a classification accuracy of 92.5%. Sharif [20] classified brain tumors using the BraTS 2018 dataset and a 92.5% accurate Inception V3 network. In comparison to previous research using the same dataset, our findings indicated a 4% improvement in classification accuracy.

The BraTS data set was used in this analysis. While we are still in the segmentation stage of the BraTS datasets usage problem, we have not ruled out the possibility of using datasets for brain tumor classification. Table 5 contrasts brain tumor datasets from a variety of sources in light of these similarities. Apart from comparing our findings to the same data set, we compared the results of this analysis to a variety of other datasets. Despite the use of diverse datasets, it can be concluded that deep learning is generally superior to machine learning for classification.

7. Conclusions

This article introduced a new approach called en-CNN that is based on VGG-16 but has a more straightforward architecture for classifying brain tumors visible in MRI images. Seven convolutional layers, four ReLU layers, and four Maxpooling layers comprise the en-CNN. Additionally, we used an optimizer to tune the hyperparameters, which included a dropout layer, followed by completely connected and sigmoid layers to predict the class performance.

Although the dataset was insufficiently large, the new approach achieved a high level of accuracy. Additionally, hyperparameter tuning was used to achieve a 97% accuracy value with the ADAM optimizer for the FLAIR series, which is greater than the T1, T1CE, and T2 sequences in the same dataset, using the values of 200 epoch, 128 mini-batch size, and 0.1 dropouts.
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