Optimization of Machine Learning Algorithms for Predicting Infected COVID-19 in Isolated DNA
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Abstract: The stipulation of the COVID-19 (Corona Virus Disease 2019) as a global pandemic by the WHO (World Health Organization) made a number of countries lockdown. Countries like Italy, Denmark, China, and Ireland have taken lockdown steps to prevent this disease from spreading and taking many lives. COVID-19, SARS (Severe Acute Respiratory Syndrome), and MERS (Middle-East Respiratory Syndrome) are viral infections in the respiratory tract that can be fatal. SARS first became an epidemic in China in 2002, while MERS first appeared in the Middle East in 2012. At the end of 2019, a new disease appeared in China called COVID-19. These three viruses are still in the same family so they have very similar nucleotide sequences. The tested COVID-19 primer was able to adhere well with a similarity level of more than 70% in all DNA SARS and MERS isolates tested. To distinguish DNA samples between MERS, SARS, and COVID-19 using the basic local alignment sequence nucleotide approach alone is not enough. We propose an optimization of machine learning methods to predict the COVID-19, the optimization method depends on the method we improved. In Discriminant Analysis, we use Wilks Lamda's approach and change Linear into Diagonal Discriminant Matrix. In the Decision Tree method, we make optimization by making gain formulation to minimize the entropy value to get more information on the result. We optimized K-NN with add weighted distance optimization, and in SVM we try several kernels and optimize the hyperplane with SRM (Structural Risk Minimization) approach to looking for the best result. Besides that, in preparation for input features, we use Edit Levenshtein Method with the calculation of the optimum similarity from each DNA sequence. The results of our test, optimization of the Decision Tree method produces an accuracy of 98.3%, optimization of Discriminant Analysis 98.3%, and optimization of SVM and KNN 100% respectively. We also find a fact in the DNA Alignment process, when the primer being compared is ‘R’, the nucleotides in the COVID-19 sample data are always ‘A’ and this approach from the bioinformatic side can be used as analytical material in the medical world.
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1. Introduction

Since the discovery of a new type of Coronavirus at the end of 2019 which call COVID-19, the number of infected patients has increased significantly by March 2020. US reports the largest number of deaths worldwide, followed by Italy. This study conducts trials and analysis of the proximity of MERS, COVID-19, and SARS in terms of DNA nucleotide patterns that can be used as decision support in biomedical research. The incubation period is the time span between the occurrence of infection and the appearance of symptoms [1]. Although the viruses COVID-19, SARS, and MERS are from the same family of viruses, namely coronavirus, these three diseases have different incubation periods, for SARS disease is 1–14 days (average 4-5 days). The incubation period for MERS disease is 2–14 days (average 5 days), while the incubation period for COVID-19 is 1–14 days, with an average of 5 days.

These three diseases can cause fever, cough, sore throat, nasal congestion, weakness, headaches, and muscle aches. If it gets worse, the symptoms of the
three can resemble pneumonia. The big difference between these three diseases is that COVID-19 is rarely accompanied by colds and digestive complaints, such as bowel movements, nausea, and vomiting. The spread of coronavirus from animals to humans is actually very rare, but this is what happened to COVID-19, SARS, and MERS. Humans can get the coronavirus through direct contact with animals infected with this virus. This method of transmission is called zoonotic transmission [2].

SARS is known to be transmitted from mongoose to humans and MERS is transmitted from humped camels. While in COVID-19, there are allegations that the animal that first transmitted the disease to humans was a bat. A person can become infected with the Coronavirus if he inhales a splash of saliva released by a COVID-19 sufferer when sneezing or coughing. Not only that, but transmission can also occur if someone holds an object that has been contaminated with COVID-19 saliva splashes and then holds the nose or mouth without washing hands first. SARS and COVID-19 are known to spread more easily from human to human than MERS [3]. And when compared with SARS, the transmission of COVID-19 from human to human is easier and faster. So far, the death rate from COVID-19 is not higher than SARS and MERS. The SARS death rate reaches 10%, while MERS reaches 37%. However, the transmission of COVID-19 which is faster than SARS and MERS cause the number of sufferers of this disease to increase sharply in a short time. So far, there is no proven drug that is effective in dealing with COVID-19 [4]. Several antiviral drugs, such as oseltamivir, cloroquine, lopinavir, and ritonavir, have been tried to be given to COVID-19 patients while continuing to be studied. Whereas in SARS and MERS, administration of lopinavir, ritonavir, and the latest broad-spectrum antiviral drug called Remdesivir has been proven effective as a treatment. In patients with Coronavirus infection with severe symptoms, in addition to antiviral drugs, they also need to get fluid therapy (infusion), oxygen, antibiotics, and other medicines according to symptoms that appear. Patients with COVID-19 also need to be treated in the hospital so that their condition can be monitored and not transmit the infection to others [5].

In this study, we compared the similarity patterns of the SARS and MERS nucleotide structures with COVID-19 to determine the similarity of the nucleotides with the bioinformatic approach. The data we used consisted of 20 COVID-19 DNA samples, 20 SARS DNA samples, 20 MERS DNA samples, and primers from COVID-19. The three types of DNA samples tested have a short enough distance or in other words have a high enough similarity value when compared to the Primary COVID-19. So if we detect the presence of a coronavirus simply by matching a DNA sample with a COVID-19 primer, then all DNA samples, both SARS and MERS, will be detected as COVID-19. Apart from biomedical, if it is discussed from the perspective of bioinformatics, the process of string similarity alone or the basic sequence alignment is not enough to prove that the DNA sample includes Covid-19 because SARS and MERS still have close kinship values.

Therefore, it is necessary to add a machine learning method to study the distance pattern of each DNA sample so that it can be known and predicted where the DNA infected with COVID-19 really is. We optimize the four machine learning methods, namely Decision Tree, Discriminant Analysis, K-NN, and SVM. The optimization process of each machine learning method varies according to the need to get the best prediction results. Good input features will provide predictive analysis of machine learning with good results. For the DNA Alignment process we use the Edit Levenshtein algorithm with the addition of a DNA sequence normalization filter that meets the positive minimum limit and has the greatest similarity to the primers being compared as an input feature. We describe the optimization process in each method in Chapter 3, while we present the analysis of the results and the discussion in Chapter 4, and Chapter 5 contains conclusions from the results of our research. The results of the study show that the optimization of machine learning method is very helpful in predicting DNA samples by producing accuracy values above 98% for all methods that have been optimized, that were not able to be done in the previous string similarity process.

2. Literature study

DNA alignment is a method for analyzing the sequence of a DNA sample by aligning the sequence with another sequence. In bioinformatics, the nucleotide alignment method can also be said with the character comparison method. In one isolated file DNA can consist of tens of thousands of nucleotide sequences. In large numbers, the process of finding patterns in a sample will require significant time, therefore the speed of an algorithm in determining patterns is an important factor. Research before comparing the performance of the Brute Force, Knuth-Morris-Pratt, and Boyer Moore algorithms to find patterns in isolated DNA [6]. In the process of finding DNA patterns, there are millions of sequences that are compared, so the speed and accuracy of an
algorithm in finding these patterns is a major factor. In addition, the length of the primary characters that are not always the same can also provide different distance measurement results, one of the solution problems is by adding the normalization method to the Hamming algorithm so that the comparison process between primers can be balanced [6].

Decision Tree method is often used to determine a problem with multilevel consideration factors [7]. A condition can be chosen based on the selection of previous conditions and continues to flow until the final decision. This method can help provide a decision on the number of hospital costs to be paid by a patient by looking at the background factors of the patient [8]. Decision tree is one of the strong data mining that can be used to understand the factors that influence health condition decisions. Decision trees can be used to design factors in an urban environment that can affect health outcomes [10]. Previous research used a decision tree learning algorithm called classification and regression tree (CART) for CAD diagnosis as an alternative to the currently available diagnostic methods [10]. In machine learning, sometimes a problem occurs because of an unbalanced data set, this can be overcome by applying ensemble learning. Decision Tree method can be used as an initial classification in the ensemble learning method [11].

Beside decision tree method, machine learning methods that are also often compared are discriminant analysis and SVM [13]. Discriminant Analysis can be applied as a kernel for discrete cross-models to reduce the loss in some cases on quantization [13]. Linear Discriminant Analysis (LDA) can be used to classify patterns, this technique is often used to detect illness early in the data set being tested [14]. However, LDA sometimes cannot provide a good classification if it meets data that are matrices covariant and unseparated linear [15]. Problems in this LDA model can be overcome with a new model approach called Lp- and Ls-Norm Distance Based Robust Linear Discriminant Analysis (FLDA-Lsp) [16]. Linear Discriminant Analysis is also able to classify the bent of a cell based on bispectral invariant features and the results of this classification can be analyzed in more detail by combining the SVM method [17]. For speaker recognition, Discriminant Analysis can be used by make optimization in Kernel Discriminant Analysis (KDA) in higher dimension [18]. In addition to a linear approach, to solve unstructured Covariance matrices is by applying Vanishing Non-Linear Discriminant Analysis (VND), this method is able to solve the ratio of trace problems on limited polynomials data [19].

KNN is one of the supervised machine learning methods that are able to solve various problems flexibly [21]. KNN can also be easily combined with other machine learning methods such as SVM, string distance, and neural network [21]. The results of the KNN classification process can increase significantly if at the time of comparison the pattern is given two paired criteria [23]. To determine the node on the KNN sometimes use the average value of the data, the disadvantage of this method is that it cannot determine the really good variable [23]. One solution to this problem is to choose sparse group features as candidates for relevant classes [24]. KNN algorithm is also able to recognize patterns in high-resolution images by calculating the similarity distance around the pixels being compared [25].

Support Vector Machine (SVM) is a supervised machine learning algorithm that is able to solve both classification and regression problems [26]. The way SVM works are to maximize the Hyperplane limit (maximum Hyperplane margin) [27]. There are a number of possible hyperplane choices for a data set, to get the best results from SVM is to determine the maximum Hyperplane [28]. Hyperplane with maximum margins will give better generalization to the classification method [30]. Hyperplane in SVM is not always linear, this model can be in the form of a quadratic curve, or Gaussian in accordance with the kernel that is applied to the data classification process [30].

3. Optimization of machine learning algorithms

3.1 DNA alignment

Sample data from this study totaled 60 isolated DNA consisting of isolated positive DNA infected with COVID-19, MERS, and SARS each of them is 20 samples. All data is taken from the world gene bank [31]. For comparison, we use published Primary COVID-19 data [32, 33]. In one isolated DNA complete gene COVID-19, MERS, and SARS, consisting of 20,000 to 30,000 nucleotide sequences, this number is far more than the other isolated DNA in our previous study [6]. All samples will be compared with each primer, with a total of about 18,000,000 nucleotide comparison processes.

The process of comparing DNA alignment with COVID-19 primers using the Levenshtein distance Edit method. Each isolated DNA will be cut into pieces as long as the number of primary characters and then compared to the primer, calculated the distance of its proximity then shifts again to the next nucleotide. An isolated DNA is said to be positive for
a primary virus or bacterium if the similarity level of the nucleotide fragment reaches greater than 70\% [34]. In this process, all isolated DNA tested at least one sequence has a similarity greater than 70\% in the forward primer, so it can be said that all of the samples are Covid-19. SARS and MERS are indeed still in one group with Covid-19, which is a Coronavirus group, so it has a similar pattern. Therefore, a further predictive analysis process needs to be carried out.

\[
\text{dist}_{ab}(i,j) = \begin{cases} 
\max(i,j), & \text{if } \min(i,j) = 0 \\
\text{dist}_{ab}(i,j) + 1 & \text{else}
\end{cases} 
\]

\[
\text{Sim}_{ab} = \frac{\text{dist}_{ab}(i,j)}{n} \times 100\% 
\]

\[
\text{Var}_{(x,b)} = \begin{cases} 
\text{Sim}_{ab}, & \text{if } \max(\text{Sim}_{ab}) \geq 70 \\
0, & \text{if } \max(\text{Sim}_{ab}) \leq 70
\end{cases} 
\]

Eq. (1) is an algorithm to calculate the distance between the sequence of DNA slice \((a)\) to the Primer \((b)\), while \(i\) is the character index of \(a\) and \(j\) is the character index of \(b\). Then from the results of distance calculation, the similarity percentage will be calculated as in Eq (2). The variable \(n\) is the amount or length of the DNA slice being compared, so the percentage of similarity is calculated by dividing the resulting distance value by the number of characters multiplied by 100\%. Eq. (3) is an explanation of how we fill the value of the variable independence in the matrix that we build as input features machine learnings.

We conducted various simulations to change the data from the comparison results so that it could be used as an appropriate input feature for machine learning. From some simulation results, the right simulation model in our opinion is to use primers as each input feature. Then every sequence comparison that produces higher similarity from 70% will be entered into the application database. From all data stored in the database, one comparison result that has the highest similarity value on each isolated DNA (has the shortest distance) to a primary will be selected as an input feature. If there is one isolated DNA that does not have a similarity level greater than 70% in a particular primer, then the dataset will be written 0. The amount of training data is the amount of isolated DNA compared to 60 and the number of input features is eight (the number of primers compared), for the target output, there are three classes namely 0 for COVID-19, 1 for SARS, and 2 for MERS.

### 3.2 Decision tree optimization

The first Machine Learning algorithm that we tried is the Decision Tree. Decision trees use a hierarchical structure for supervised learning. The process of the decision tree starts from the root node to the leaf node which is done recursively. Where each branching states a condition that must be met and at each end of the tree states the class of data.

We use the Entropy concept which is used to measure "how informative" a node (which is usually called how good it is). Entropy \((S) = 0\), if all the examples in \(S\) are in the same class. \(\text{Entropy} (S) = 1\), if the number of examples positive and the number of negative examples in \(S\) is the same. \(0 < \text{Entropy} (S) < 1\), if the number of positive and negative examples in \(S\) is not the same. \(S\) is the case dataset and \(k\) is the number of \(S\) partitions, while \(p_j\) is the probability obtained from Sum (Yes \(\cap\) values more than 70\%) divided by Total Cases. \(k\) is the number of input features being selected, and \(P\) is the condition of the input feature. The Entropy algorithm can be analyze in Eq. (4-5). After getting the entropy value, the attribute selection is done with the largest information gain value.

\[
\text{Entropy} (S) = - \sum_{j=1}^{k} p_j \log_2 p_j 
\]

which can be applied to this case study:

\[
\text{Entropy} (S) = - (P_{\text{cov19}} \log_2 p_{\text{cov19}} + P_{\text{sar}} \log_2 p_{\text{sar}} + P_{\text{mer}} \log_2 p_{\text{mer}}
\]

So the \(\text{Gain} (A)\) value in this case study can be calculated with:

\[
\text{Gain} (A) = \text{Entropy} (S) - \sum_{i=1}^{k} \frac{|S_i|}{|S|} \times \text{Entropy} (S_i)
\]

In Eq. (6), \(S\) is the sample data space used for training. Variable \(A\) is the number of attributes, \(|S|\) is the number of samples for values \(V\) and \(|S|\) is the sum of all sample data, both of which have absolute values. Whereas \(\text{Entropy} (S_i)\) is entropy for samples that have a value of \(i\). From the application of the formula (6), it can be concluded that the greater the information gain we get, the greater the entropy value that we delete. Because the main purpose of applying this
gain is to get an entropy value close to 0 or equal to 0.

3.3 Discriminant analysis optimization

The next method that we tested was a discriminant analysis. In our case study, the dataset tested will be divided into three classes, so it cannot use the linear discriminant analysis method. Then we do the discriminant analysis optimization process by forming an optimal discriminant function with several assumptions about the data used. These assumptions include the data on our independent variables, the multivariate normal distribution and the similarity of variance-covariance matrices between groups. In the preparation of discriminant functions, there are two methods that can be used, namely simultaneous estimation and stepwise estimation. The general model of discriminant analysis is a linear combination of data that can be observed in Eq. (7).

$$S_{jk} = a + \hat{w}_j \cdot \hat{x}_{jk} + \cdots + \hat{w}_n \cdot \hat{x}_{nk}$$  
\hspace{1cm} (7)

To find out which independent variables can be discriminated against:

$$\lambda = \frac{\det(A)}{\det(A+\theta)} = \left| \frac{\sum_{i=1}^{n} \sum_{j=1}^{k} (x_{ij} - \bar{x}_i)(x_{ij} - \bar{x}_i)^T}{\sum_{i=1}^{n} \sum_{j=1}^{k} (x_{ij} - \bar{x})(x_{ij} - \bar{x})^T} \right|$$  
\hspace{1cm} (8)

In this case study, because there are three groups, so the linear model is converted into a diagonal model. With a diagonal matrix $DiC_{r} = diag(a_1, ..., a_2)$ and a vector for this dataset become $vec = \begin{bmatrix} x_1 \\ \vdots \\ x_n \end{bmatrix}$. So vector operations can be observed in Eq. (9).

$$DiC_{r}vec = diag(y_1, ..., y_n) \begin{bmatrix} x_1 \\ \vdots \\ x_n \end{bmatrix} = \begin{bmatrix} y_1 x_1 \\ \vdots \\ y_n x_n \end{bmatrix}$$  
\hspace{1cm} (9)

In the process of optimization, we tested several kernel analysis including linear, multiple, and diagonal. The test results show that the diagonal discriminant analysis gives the best results compared to other kernels in this case study.

3.4 K-NN optimization

The K-Nearest Neighbor algorithm uses Neighborhood Classification as the predicted value of the new instance value. In this case, the variables we use are independent variables (variables that are not related to each other) so it can be said that these variables are input features. To calculate the distance between nodes and surrounding neighbors we use the Euclidean distance algorithm, we add weighted distance optimization between one node and another [35]. The kNN optimization algorithm can be observed in Eqs. (10)-(12), where $L$ is the data set to be grouped.

$$L = \{ (y_i,x_i), i = 1, ..., n_L \}$$  
\hspace{1cm} (10)

$$d(x,x_{(l)}) = \min_i (dist_{a,b}(x,x_i))$$

with distance:

$$dist_{a,b} = \sqrt{(x_b - x_a)^2 + (y_b - y_a)^2} = \left( \sum_{a=1}^{b} (x_{ia} - x_{ja})^2 \right)^{\frac{1}{2}}$$

node turn into the class by weighted

$$\hat{y} = \max_r (\sum_{l=1}^{K} w(l) I(y_{(l)} = r))$$  
\hspace{1cm} (11)

$\hat{y}$ is the max value of a node to the neighbor value compared whether the node has a similarity to the neighbor. rom our test results analysis, the amount of $K$ that we determined also determines the results of the classification. The number of output classes produced can be influenced by the number of distance neighbors or the specified number of $K$. It can be observed a pattern that by using an odd $K$, our test results produce a more precise predictive value, the K we use in this study is 1.

3.5 SVM optimization

Support Vector Machine (SVM) is a learning system that uses hypothetical spaces in the form of linear functions in a high-dimensional feature space, trained with learning algorithms based on optimization theory by implementing learning bias derived from statistical learning theory. To classify data that cannot be separated linearly the SVM formula must be modified because no solution will be found. Therefore, the two bounding fields must be changed so that they are more flexible (for certain conditions) by adding the variable $S_i (S_i \geq 0, \forall i; S_i = 0$ if $x_i$ is classified correctly) to be $x_iw + b \geq 1 - S_i$ for class 1 and $x_iw + b \leq -1 + S_i$ for
class 2. Finding the best separator field by adding the variable $S_i$ is often also called the soft margin hyperplane. In this study we use a Gaussian kernel that can be optimized as in Eqs. (12)-(13).

$$k(x_i, x_j) = \exp(-\gamma\|x_i - x_j\|^2)$$

(12)

Can be applied for $\gamma = 0$, if the parameter is different then $\gamma = \frac{1}{(2\sigma^2)}$ and the hyperplane optimization become:

$$y_i(\vec{w} \cdot \vec{x}_i - b) \geq 1, \text{for } i = 1, ..., n$$

$$\left[\frac{1}{2} \sum_{i=1}^{n} \max(0.1 - y_i(\vec{w} \cdot \vec{x}_i - b))\right] + \gamma \|\vec{w}\|^2$$

$$\min \frac{1}{2} |w|^2 + C \left(\sum_{i=1}^{n} S_i\right) \text{ or }$$

$$\text{ s.t. } y_i(\vec{w} \cdot \vec{x}_i + b) \geq 1 - S_i \text{ or }$$

$$S_i \geq 0$$

(13)

$C$ is the parameter that determines the large selection and the data value is determined by the user. This optimization process follows the rules of Structural Risk Minimization (SRM). SRM principle is finding a subset of space. The hypothesis is chosen so that the upper limit is the actual risk by using that subset minimized. SRM aims to minimize actual risk by minimizing error in training data. In this study, minimizing $\frac{1}{2} |w|^2$ are equivalent to minimizing VC dimension and minimize $C(\sum_{i=1}^{n} S_i)$ means minimizing error in training data [36].

4. Result and discussion

In the string similarity process, the results of matching the character of each primer to each isolated DNA tested give varying degrees of similarity. What’s interesting about this study is that all isolated DNA tested both SARS, MERS, and COVID-19 all yield a similarity percentage of higher than 69% at least in one of the COVID-19 primers compared, so it can be said that the sample is positive for COVID-19. Table 1 shows the number of sequences that have a higher similarity percentage of 69% in each primer. It can be observed that the sequence tends to have a high similarity value in the forward primary, but some also have a high similarity value in the primary refers.

Below is a piece of positive DNA COVID-19 accession code LR757996.1 on index 15850, MERS accession code MG923468.1 on index 1858, SARS accession code NC_004718 on index 15798. On the MERS DNA, there is one insert command that is adding T nucleotides blue characters) to get the shortest distance.

**Primer** : GTGARATGGTCATGTGGGGC

**COVID-19** : GTGAAATGGTCATGTGGGGC

**MERS** : GTGACATTGGTCATGTGGGGC

**SARS** : GTGAGATGGTCATGTGGGGC

Through DNA alignment above, it can be observed that the distance difference lies in the nucleotide R, where R is one component of RNA that can be transformed into nucleotides A, T, G, C. From the observations above, that the changes are not always specific to certain nucleotides. But from our deeper observation, from 20 COVID-19 samples, all of them turned into nucleotide A (Adenine). It can be concluded that the pattern of COVID-19 tends to be A, as in some of the alignment examples below:

**Primer** : GTGARATGGTCATGTGGGGC

**LC528232.1** : GTGAAATGGTCATGTGGGGC

**LC528233.1** : GTGAAATGGTCATGTGGGGC

**LR757995.1** : GTGAAATGGTCATGTGGGGC

**LR757996.1** : GTGAAATGGTCATGTGGGGC

**LR757997.1** : GTGAAATGGTCATGTGGGGC

**MN908947.3** : GTGAAATGGTCATGTGGGGC

**MN996531.1** : GTGAAATGGTCATGTGGGGC

**MN994468.1** : GTGAAATGGTCATGTGGGGC

Table 1 describes the number of sequences that have a percentage similarity of $\geq 70\%$ with respect to each primer. This amount is cumulative of all isolated DNA grouped according to the type of virus that infected it. Indeed, the COVID-19 DNA sample has the greatest number of similar sequences because what is tested is the COVID-19 primer. However, SARS also has a sequence of similarity above 70% in some primers, and MERS, although only two types of primers, can still be said to have a high degree of similarity to primers COVID-19.

In the Decision Tree algorithm, to decide on an isolated DNA including the type of which virus are quite difficult because the percentage of similarity in COVID-19 and SARS is almost the same, therefore this Decision Tree algorithm needs to add an entropy approach to measure how informative the value is given from the measurement results similarity distance in the previous process, this process also decide the value of gini index. The optimization process of Decision Tree algorithm can be observed in Fig. 1, the result of this system show that maximum split is tree using maximum deviance reduction method.
Table 1. The number of DNA Sequence having similarity level ≥ 70% in each of the COVID-19 primer tested.

<table>
<thead>
<tr>
<th>Primer</th>
<th>COV ID-19</th>
<th>ME RS</th>
<th>SA RS</th>
</tr>
</thead>
<tbody>
<tr>
<td>5′-TGGGGYTTCRGGTAAC CT-3′ (Forward)</td>
<td>80</td>
<td>0</td>
<td>98</td>
</tr>
<tr>
<td>5′-AACRCGCTTAAAAACGCA CTC-3′ (Reverse)</td>
<td>26</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5′-TAATCAGACACAGAATGCTTCTAATTA-3′ (Forward)</td>
<td>141</td>
<td>0</td>
<td>151</td>
</tr>
<tr>
<td>5′-CGAAGGTGGACTTCAT G-3′ (Reverse)</td>
<td>14</td>
<td>28</td>
<td>0</td>
</tr>
<tr>
<td>5′-GTGARATGGCTATGGTG GCGG-3′ (Forward)</td>
<td>90</td>
<td>2</td>
<td>86</td>
</tr>
<tr>
<td>5′-CARATGTTAAASACACTATTAGCATA-3′ (Reverse)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5′-ACAGGTACGTTAATAGTT AATAGCGT-3′ (Forward)</td>
<td>122</td>
<td>0</td>
<td>126</td>
</tr>
<tr>
<td>5′-ATATTGACGATACGCCACA-3′ (Reverse)</td>
<td>41</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Discriminant analysis algorithms usually use a linear approach to determine which node belongs in which class. However, because the class needed in this study amounted to three, so the linear discriminant analysis is less precise in solving problems. We add the Wilks Lambda method to determine the independence variable used as input features of discriminant analysis. The test results using the Optimize Discriminant Analysis algorithm produce an accuracy rate of more than 98%. The optimization process of Discriminant Analysis algorithm can be observed in Fig. 2.

In K-NN algorithm, determining the value of K, if the sum of our classifications is even then we better use even K values, and vice versa if our total classifications are odd then we better use even K values because if it is not so, there is a possibility that we will not be optimal results from testing. In this study, we use \( K = 1 \), which is choosing 1 neighbor who have high proximity values with the node that we are comparing. The training result of K-NN can be observe in Fig. 3.

Similar to the Discriminant Analysis Algorithm, the SVM algorithm also provides results with low accuracy in linear SVM. The advantage of SVM, this method has a kernel that can be adjusted to the needs-
based on input data or the number of output classes desired. In the SVM optimization process, we tested several kernels to produce the best hyperplane. The optimization process to get the best hyperplane uses the SRM principle and considers the actual risk factor. Kernel testing can be observed in Fig. 4.

The validation process in this study uses the Cross-Validation approach with K as many as 10. In each of our tested optimization methods, we divided the data into two groups, 90% for training data and 10% for test data. Then our application will form the composition of the data randomly 10 times to test its accuracy. The test results showed that the optimization of the Decision Tree algorithm and Discriminant analysis each resulted in 1 data error prediction. In the Decision Tree, one data that should be DNA infected with COVID-19 is predicted to be DNA infected with MERS. Whereas in Discriminant Analysis, one data which should be DNA infected with COVID-19 is predicted to be DNA infected with SARS. Comparison of these data uses the COVID-19 primer, but instead, the error data is found in COVID-19, while MERS and SARS can be predicted well, this shows that the pattern on COVID-19 is still changing more.

In the SVM and K-NN algorithms, each data can be predicted well and produces 0 prediction errors. The confusion matrix of the four optimization algorithms can be observed in Fig. 5. From the confusion matrix in Fig. 5, the sensitivity, specificity, precision/Positive Prediction Value (PPV), and Negative Prediction Value (NPV) values can be calculated. Sensitivity values are obtained from correctly predicted data values divided by the amount of correct data in real conditions. The specificity value is obtained from dividing correctly predicted data not the class divided by real data that is not the class. Then Precision is obtained from all data that is in the class and correctly predicted divided by the amount of true data that is predicted correctly and incorrectly. Calculating the value of sensitivity, specificity, precision, and NPV on a multi-class matrix is different from the calculation of a two-class matrix basically. In this case, when calculating the sensitivity value for the COVID-19 class, the MERS and SARS data will be considered True Negative (TN) data, as well as the calculations on MERS, and SARS. In Table 2, the sensitivity value for the COVID-19 class using the Decision Tree optimization algorithm is 0.95. A COVID-19 data is predicted to be wrong into MERS data, which causes the specificity and precision values in the MERS class to be imperfect. Whereas

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Class</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>NPV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Opt. Decision Tree</td>
<td>COVID-19</td>
<td>0.950</td>
<td>1.000</td>
<td>1.000</td>
<td>0.976</td>
</tr>
<tr>
<td></td>
<td>SARS</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>MERS</td>
<td>1.000</td>
<td>0.975</td>
<td>0.952</td>
<td>1.000</td>
</tr>
<tr>
<td>Opt. Discriminant Analysis</td>
<td>COVID-19</td>
<td>0.950</td>
<td>1.000</td>
<td>1.000</td>
<td>0.976</td>
</tr>
<tr>
<td></td>
<td>SARS</td>
<td>1.000</td>
<td>0.975</td>
<td>0.952</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>MERS</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Opt. K-Nearest Neighbors</td>
<td>COVID-19</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>SARS</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>MERS</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Opt. Support Vector Machine</td>
<td>COVID-19</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>SARS</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>MERS</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Figure. 5 Confusion matrix results of (the order of images from left to right) Opt. decision tree, Opt. discriminant analysis, Opt. K-NN, and Opt. SVM

Table 2. Sensitivity, specificity, precision (Positive Predictive Value), and negative predictive value (NPV) values for each class
in the Discriminant Analysis Optimization method, one member of the COVID-19 class is predicted to be wrong in the SARS class and also results in an imperfect precision and specificity value. For the K-NN and SVM Optimization methods, they can correctly predict data into each class. Fig. 6 is the accuracy value of each class for the tested methods.

5. Conclusion

The similarity in DNA structure between COVID-19, MERS, and SARS is one of the obstacles in predicting samples that are actually infected with COVID-19. The DNA alignment method with Primer produces a positive value of COVID-19 in all MERS and SARS samples. Machine learning methods can help the prediction process by observing changes in the pattern of DNA alignment that are included as input features. The results of predictions show Optimization of SVM and KNN are able to predict 100% correctly, while optimization of Discriminant Analysis and Decision Tree produces an accuracy of 98.3%. The prediction error is precisely in the COVID-19 sample data, even though the Primer tested was the COVID-19 primer. This shows that the composition of DNA in COVID-19 samples is still diverse and there is a possibility that mutations will continue to occur. In the process of DNA alignment between COVID-19 Primer and isolated DNA samples, we analyzed that when tested with certain primers containing RNA ‘R’, the sequence in isolated DNA infected COVID-19 always becomes ‘A’.
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