A Semantic Approach for Extracting Medical Association Rules
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Abstract: Healthcare sector has large amounts of data that require careful analysis in order to improve the medical service offered to the patients. Semantic data mining can play an effective role in analyzing such amounts of data. In this paper, we propose a framework for association rule extraction based on ontology semantics. In the proposed framework, traditional medical datasets are represented using web ontology language. The medical dataset is transformed into an ontology of the form of triples (subject, object, predicate), and SPARQL is used to query the generated ontology. The Apriori algorithm is used to generate the association rules. Intensive experiments have been conducted to measure the quality and significance of the resulting association rules under different scenarios using different support and confidence values. The obtained results have shown that ontology-based Apriori algorithm is much better than the traditional Apriori algorithm. The rules generated using both algorithms have been compared in terms of several performance metrics including the number of frequent items, the number of generated rules, the computation time, the memory consumption, and the average confidence of the generated rules. The different performance metrics revealed the superiority of the proposed semantic Apriori algorithm (the ontology-based Apriori) compared to traditional Apriori algorithm.
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1. Introduction

Healthcare environment has huge amounts of data that are needed to be effectively analyzed. Medical knowledge discovery is the process of extracting knowledge patterns from biomedical data. The extracted patterns can play an important role in the decision-making process, which can improve the quality of services presented to patients [1]. Data mining is the field that includes approaches and techniques, which are derived from many research areas such as statistics, artificial intelligence, machine learning, database systems, etc. in order to analyze large datasets [2]. It aims at extracting implicit and potentially useful information from data [3]. Data mining approaches have been used in many areas in the healthcare sector [4]. It has been used effectively to detect fraud and abuse in healthcare insurance issues. Moreover, it has been employed to improve the treatment strategy, hospital infection control, identifying high-risk patients, etc. [4].

Semantic data mining indicates the data mining operations that comprise domain knowledge, particularly formal semantics, in a systematic manner. Several research studies have shown the positive influence of incorporating the domain knowledge altogether with data mining tasks [2]. For example, the domain knowledge could be beneficial in the preprocessing during eliminating irrelevant and erroneous data [5, 6]. In addition, the domain knowledge is employed as a prior knowledge that can be helpful in decreasing the search space and guiding the search path during the search and pattern extraction task [7, 8]. Furthermore, the detected patterns can be filtered out [9, 10] or visualized through formally encoding them using knowledge engineering approaches [11].

The foremost step to incorporate the domain knowledge into the data mining process is to represent it using representation models that are
accessible and can be processed by computers. Several techniques can be used to represent the domain knowledge in a formal way [12]. Ontology is a popular representation model for domain knowledge. It is defined as “a formal, explicit specification of a common conceptualization where conceptualization is an abstract model of some world phenomena” [1]. Usually, ontology is used to represent the knowledge in a certain domain such as genetics. Such ontology is known as domain ontology and it is mainly used to make sharing and reusing of knowledge a trivial issue. Several ontologies have been built within the healthcare field (e.g., the Gene Ontology (GO [13]) and Unified Medical Language System (UMLS [14])) in order to allow the interoperability and inference processes between different types of systems [15]. Moreover, it presents the relationships among the objects of a certain domain. Furthermore, ontology can be used to refine the domain knowledge of a certain field. Hence, data mining methods can be combined with ontology in order to improve the overall data mining process where ignoring the semantic representation of data leads to generating unreasonable mining models [1].

In this study, we propose a general framework for ontology-based association rule mining. In the proposed framework, traditional medical datasets are represented using Web Ontology Language (OWL). Later on, the generated ontology is transformed into triples (subject, object, predicate) through querying the generated ontology using SPARQL query language. Finally, the Apriori algorithm is used to generate the association rules.

The proposed framework is validated using the chronic kidney disease dataset and the obtained have shown the effectiveness of the resulting association rules compared to the association rules generated directly from applying the Apriori algorithm on the original dataset.

The remaining sections of this study are arranged as follows: Section 2 reviews the literature of semantic data in the healthcare field. Section 3 presents the proposed framework for ontology-based association rule mining. Section 4 contains the description of the conducted experiments and results analysis. Finally, this study is concluded in Section 5.

2. Related works

In this section, two categories of research works are reviewed. The first category contains the works that attempted to improve the data mining processes such as data preprocessing, rule association, classification, clustering, etc. using ontology [7-8, 16-22]. The second category includes the works that employs the semantic data mining approaches in the biomedical field [1, 23-26].

Bernstein et al. [16] have presented an intelligent discovery assistant (IDA) that aimed at composing and choosing the appropriate data mining processes as well as the appropriate order of execution. The proposed IDA search the space of valid processes with the help of ontology. The authors have shown the effectiveness of the proposed tool in terms of cost-sensitive classification over a large and complex dataset. However, the computation time of the proposed method depends on the size of the candidate area. Another ontology-based work to improve the data mining process and to allow semantic meta-mining has been suggested by Keet et al. [17]. The authors have developed an ontology named the Data Mining OPtimization Ontology (DMOP) to help in the informed decision-making process at different selection points through the data mining process. The proposed ontology includes the descriptions of the various data mining tasks. However, the proposed work suffers from several challenges regarding meta-modeling, property chains, and handling attributes in a broader context. Panov et al. [18] have attempted to unify and formalize the definitions and concepts of the data mining field through building an ontology named OntoDM. It contains the definitions of main entities in data mining including data type and data set, data mining algorithm, data mining task, etc. In addition, more complex entities such as constrains, inductive queries, and data mining scenarios can be defined. However, they cannot determine their shortcomings of their ontology in the process and refine their structure as needed.

An updated version of OntoDM is presented in [19] that is aligned with ontology of biomedical investigation (OBI) with extend set of relations and classes. However, formalizing the knowledge and building heavy weight ontology is time and resource consuming process.

Bellandi et al. [8] has proposed a framework for association rules extraction with the help of ontology. The objective of the proposed framework was to improve the quality and significance of the extracted association rules through decreasing the search space, employing efficient data structures, and using domain-dependent constraints. However, the proposed work did not model the constraints of the association rules structure. In addition, it did not integrate the evaluation of the constraints directly in the mining algorithm. Further work for extracting association rules based on ontology has been...
presented by Ferraz and Garcia [20]. The authors have introduced a data preparation tool named SemPrune which constructed based on domain ontology. The objective of SemPrune is to help in the preprocessing and postprocessing phases of data mining and to produce better data mining results through ontology-enrichment of data. However, the accuracy of determining generalization/specialization and composition/decomposition relations has a high influence on using the proposed model. In addition, an ontology-based ranking approach for the generated association rules has been suggested by Idoudi et al. [21]. The basic idea of the proposed ranking approach depends on organizing the ontology’s concepts in a hierarchical manner of conceptual clusters. Then, the value of a certain association rule is assessed based on the dissimilarity of the clusters included in the items of the association rule. However, the validity of the proposed work has been proven only in a specific domain as well as they did not suggest a method to show the generality of their work. Moreover, Barati et al. [22] have introduced an automated association rule mining approach called Semantic Web Association Rule Mining (SWARM). The proposed approach can be used effectively for association rule mining from RDF data. It exploits the knowledge encoded at the instance and schema levels. However, the semantic web data suffers from incorrectness and inconsistency between the entities at the instance level and their corresponding classes in the ontology, which may lead to ambiguous interpretations. Balcan et al. [7] have presented a theoretical model to the usefulness of ontologies in learning multiple tasks using unlabeled data. They demonstrated through the proposed model that an ontology that represents the relations among multiple outputs is enough in some cases to learn a classification by utilizing a big unlabeled data. However, the proposed model works only when all categories are incident to a NAND edge.

Mohammadi et al. [23] have proposed a gene selection approach based on data mining techniques and Gene Ontology. The objective of the proposed method was to determine the disease-causing genes. It adopts the Fisher filter in addition to the support vector machine-based recursive feature elimination (SVRFE) method, with a greedy algorithm to remove the redundant genes. Another work that depends on the Gene Ontology has been introduced by Nagar et al. [24] in which they suggested an approach for finding association relationships in the annotation terms for the Saccharomyces cerevisiae (SGD) genome. In the proposed approach, first, a normalization algorithm is applied to make the different annotation terms have a similar level of specificity. Then, association rule mining algorithms are applied on the normalized datasets. However, the validity of their method has not been proved in a real-world application. Liu et al. [25] have presented an effective method for mining biomedical ontologies and data. The proposed method aimed at discovering the semantic associations and finding the errors exist in the ontologies using the data. It is considered a general data mining method in which the ontologies and data are represented using RDF hyper-graphs. In addition, it can suggest correction for inaccurate information found in the biomedical ontologies. However, no experiments have been conducted to show the scalability of the proposed method. In addition, the proposed method adopts only simple semantics. Hence, more complicated semantics need to be incorporated.

Mahmoodi et al. [26] have introduced an algorithm to detect gastric cancer based on rule association mining and ontology. The objective of the proposed method is to reduce the number of resulting rules. The conducted experiments over a dataset that consists of 490 cases have shown that the rules generated using the proposed algorithm are more intuitive and understandable. In addition, the time of the Apriori algorithm is reduced. However, the proposed work has been evaluated using small data set. Hence, larger data sets should be used to show the scalability of their work. Qrenawi et al. [1] have employed ontology-driven data mining techniques to determine the relationships between type II diabetes mellitus patients and their laboratory tests. The proposed method has been applied on a dataset of diabetes patients who have cardiovascular disease. The conducted experiments have shown that using ontologies reduced the number of attributes at the preprocessing level and improves other data mining stages. However, more terms and concepts need to be incorporated in their ontology in order to improve the diagnosis process.

Lakshmi et al. [27] have proposed a new method that depends on weighted association rule mining disease comorbidities prediction by employing both clinical and molecular data. However, the achieved accuracy needs to be enhanced using more datasets such as chemical-disease and drug-disease association data. Kafkas and Hoehndorf [28] have proposed a text mining system that aims to extract pathogen–disease relations from literature. The proposed system uses domain knowledge from an ontology and statistical methods to perform the extraction process. However, the proposed work can be improved by incorporating a pathogen abbreviation filter and extending the dictionaries of
their pathogens and diseases. Shen et al. [29] attempted to support rare disease differential diagnosis by enriching current rare disease sources through proposing a data-driven method. The proposed method mines the phenotype-disease associations that exist in electronic medical records. However, many suggestions can be done to improve the accuracy of the proposed work such as mining the disease-gene associations from literature. Martínez-Romero et al. [30] have proposed a recommendation system for metadata that can address several challenges that face the metadata acquisition process. The proposed system depends on association rules mining to find the associations of metadata values and ontology-based semantic mappings.

In this paper, an enhanced version of the Apriori algorithm is proposed. The proposed algorithm called semantic Apriori algorithm. The objective of the proposed algorithm is to enhance the rule mining task by representing the data using ontology and modifying the traditional Apriori algorithm to deal with the ontology-based data representation form. The efficiency and effectiveness of the proposed algorithm is evaluated using a medical data set, namely, chronic kidney disease dataset. Hence, the proposed work lies at the intersection of the two classes that have been mentioned at the beginning of this section.

3. Background and preliminaries
This section includes the basic concepts and terminologies needed to understand the proposed work. In addition, it presents the description of the dataset used to evaluate the proposed framework.

3.1 An overview on association rules
Association rule mining is the process of finding strong rules that describes the correlations among the items of a certain database. This problem was introduced for the first time in [31]. It was originally employed to address the shopping basket problem [31]. Assume that \( I = \{i_1, i_2, \ldots, i_m\} \) is a set of \( m \) items and \( D = \{t_1, t_2, \ldots, t_n\} \) is a database of \( n \) transactions. Each transaction is an itemset or subset of \( I \). The support of an itemset \( S \) is defined in Eq. (1) [32]:

\[
\text{Sup}(S) = \frac{\text{Count of transactions in } D \text{ that contain } S}{n}
\]  

(1)

An association rule \( r \) is a statistical implication of the form \( X \rightarrow Y \) where \( X \) and \( Y \) are itemsets of \( I \) and \( X \cap Y = \emptyset \). \( X \) is called the antecedent of the rule while \( Y \) is called the consequent of the rule. The support and confidence of the association rule \( r \) are two measures can be represented by \( \text{Sup}(r) \) and \( \text{Conf}(r) \) and defined as in Eqs. (2) and (3):

\[
\text{Sup}(r) = \frac{\text{Count of transactions in } D \text{ that contain } (X \cup Y)}{n} = p(X \cup Y) = p(X | Y) = \frac{p(X \cup Y)}{p(X)}
\]

(2)

\[
\text{Conf}(r) = \frac{\text{Sup}(X \cup Y)}{\text{Sup}(X)} = \frac{p(X | Y)}{p(X)}
\]

(3)

The support of the association rule reflects the statistical significance of the rule while the confidence reflects the strength of the association rule [33]. Another useful measure of the association rule is called \( \text{lift} \) that is defined in Eq. (4):

\[
\text{Lift}(r) = \frac{\text{Conf}(X \rightarrow Y)}{\text{Sup}(Y)} = \frac{p(X \cup Y)}{p(X) \times p(Y)}
\]

(4)

If the value of \( \text{lift} \) is 1, then \( X \) and \( Y \) are independent. On the other side, if the value of the \( \text{lift} \) is greater than 1, this means that there is some relationship between \( X \) and \( Y \) and their existence together in some transaction is highly possible [32]. An association rule is said to be interesting of its support and confidence exceeds the user-defined thresholds \( \text{Sup}_{\text{min}} \) and \( \text{Conf}_{\text{min}} \), respectively. Hence, the objective of the association rule mining is to find such interesting rules.

There are several association rule mining algorithms such as Apriori [34], Eclat [35], Declat [35], FP-growth [35], etc. However, the Apriori algorithm [34] is considered the most popular and widely adopted algorithm for extracting the association rules. The objective of this work is to compare the quality and significance of the association rules extracted by the Apriori algorithm from traditional database and the association rules extracted by the same algorithm using ontology. The Apriori algorithm involves two main stages, as shown in Algorithm 1. In the first stage, the itemsets that have a support value higher than \( \text{Sup}_{\text{min}} \) are extracted. In the second stage, the association rules that have support and confidence higher than \( \text{Sup}_{\text{min}} \) and \( \text{Conf}_{\text{min}} \) are obtained from the itemsets produced in the first stage. The pseudocode of the Apriori algorithm is shown below:

---

**Algorithm 1**

1. **Input:** A transaction database \( D \).
2. **Output:** A set of association rules.
3. **Procedure**
   1. Find the frequent itemsets of minimum support \( \text{Sup}_{\text{min}} \).
   2. For each frequent itemset \( X \), compute its confidence \( \text{Conf}(X \rightarrow \emptyset) \).
   3. Extract the association rules with confidence \( \text{Conf}_{\text{min}} \).
4. **End procedure**
Algorithm 1: The Apriori Algorithm

1. $C_K$: Candidate itemset of size $k$
2. $L_K$: Frequent itemset of size $k$
3. $L_1 = \{\text{Frequent items}\}$
4. $K = 1$
5. While ($L_K \neq \emptyset$) Do
6. $C_{K+1} =$ candidates generated from $L_K$
7. For each transaction $t$ in database $D$ Do
   ① Increment the count of all candidates
   ② in $C_{K+1}$ that are contained in $t$
   ③ $L_{K+1} =$ candidates in $C_{K+1}$ with $\text{Sup}_{min}$
8. End
9. $k = k + 1$
10. End
11. Return $\bigcup_k L_k$

3.2 An overview on ontology

Ontology languages and their corresponding query languages perform a vital role to represent information about the real world for the evolving semantic web. Several ontology languages have been developed including RDF, OWL, DAML+OIL, etc. However, they do not have the same expressive power or the same computing complexity for reasoning [36]. One definition of ontology is expressed as “An ontology is a formal, explicit specification of a shared conceptualization.” In this definition, the term “conceptualization” indicates an abstract model of some phenomenon or topic in the world. The term “explicit” means that both the type of the utilized concepts and the constraints that control their usage are explicitly defined. The term “formal” means that the ontology should be understandable by the machine [37]. In the proposed framework, the traditional datasets are represented using the Web Ontology Language (OWL). OWL was developed on top of RDF and borrowed from DAML+OIL. OWL is the standard recommended by W3C for semantic web. OWL has high expressivity power as well as high computational complexity. To provide a balance between the expressivity power and the computational complexity, three OWL-based sublanguages are presented namely, OWL Lite, OWL DL, and OWL Full [36].

3.3 Dataset description

The proposed framework is evaluated using a dataset called Chronic Kidney Disease (CKD) dataset which is obtained from the UCI machine learning repository [38]. This dataset can be used to predict the chronic kidney disease. It consists of 25 attributes (13 nominal attributes, 11 numerical attributes and 1 class attribute). It contains 400 records (150 CKD and 250 NotCKD).
numeric data without discretization. Hence, all numeric attributes in the used dataset such as age, blood pressure, blood glucose random, etc. are discretized before applying the traditional Apriori algorithm.

### 4.2 Ontology construction

The objective of this step is to represent the preprocessed dataset using OWL ontology. Generally, there is no single correct way to represent the domain knowledge; hence, there is no one correct way to build ontology. However, the quality of the constructed ontology highly depends on the skills of the person who is responsible for creating the ontology [39]. Many approaches have been suggested for ontology building such as Cyc, Uschold and King’s method, KACTUS, Methontology, SENSUS, On-to-Knowledge, Grüninger and Fox, TOVE, CommonKADS, and DILIGENT [40-42]. In the proposed work, we have followed a manual ontology building technique, namely Noy and McGuinness [43] which consists of 7 steps:

1. **Determine the domain and scope of the ontology:** This step involves answering a set of questions such as what is the domain of the ontology we are intending to construct? What the purpose of the ontology we are intending to construct? What kind of questions that ontology we are intending to construct should answer? and so on.

2. **Consider reusing existing ontologies:** Rather than building the ontology from scratch, the literature is examined to determine if there exist other ontologies that can be extended or modified.

3. **Enumerate important terms in the ontology:** The purpose of this step is to determine the concepts and the terms that the ontology we are intending to construct should cover.

4. **Define the classes and the class hierarchy:** The purpose of this step is to determine the classes that should be included in the ontology as well as the class hierarchy that can be achieved using the top-down approach, the bottom-up approach, or the middle-out approach.

5. **Define the properties of classes (slots):** The internal structure of the classes is determined including the attributes or properties of these classes. These attributes are defined as the slots of the models.

6. **Define the facets of the slots:** Slots can have different facets describing the value type, allowed values, the number of the values (cardinality), and other features of the values the slot can take.

7. **Create instances:** The last step is creating individual instances of classes in the hierarchy. Defining an individual instance of a class requires (1) choosing a class, (2) creating an individual instance of that class, and (3) filling in the slot values.

A sample of the ontology graph is shown in Fig. 2. After creating the ontology, we specify the kind of patterns we interested in to obtain from the ontology. Since the domain knowledge is represented using OWL ontology, we have extended the SPARQL with a statement to specify the patterns we are interested in. The code snippet in SPARQL is shown in Fig. 3 as well as the obtained results.

The objective of SPARQL code is to obtain the knowledge exist in the ontology as triples in the form (subject, predicate, object) where the subject refers to the attribute name, the predicate indicates
the attribute value in the current instance, and the object indicate the class name (CKD or NotCKD).

4.3 Association rule mining

In this section, the Apriori algorithm is used to extract the frequent itemset from the file that contains the triples of (subject, predicate, object). The pseudocode of the semantic Apriori algorithm is shown below.

Algorithm 2: The proposed Semantic Apriori Algorithm

1. \( C_k \): Candidate itemset of size \( k \)
2. \( L_k \): Frequent itemset of size \( k \)
3. Set the value of \( \text{Sup}_{\min} \)
4. Load the (Subject, Predicate, Object) file.
5. Preprocess the loaded file.
6. Find the frequent itemset \( (L_k) \) from \( C_k \) that has support value \( \geq \text{Sup}_{\min} \)
7. Generate the strong rules of support and confidence values greater than or equal to \( \text{Sup}_{\min} \) and \( \text{Conf}_{\min} \), respectively.

Figure. 3 The SPARQL code snippet and the obtained results

Figure. 4 A sample of the file that contains the (Subject, Predicate, Object) triples
As shown in Algorithm 2, the value of $sup_{min}$ is set and the file that contains the triples of (subject, predicate, object) is load and preprocessed. A sample of the original file is shown in Fig. 4. In the preprocessing step, the file is scanned line by line to remove any URL values. In addition, any triple that contain a null value is removed.

After applying the preprocessing step, the frequent itemset is determined through a number of operations. One of these operations is to associate the subject term with the first value, the predicate term with the second value and the object term with the third value, as shown in Fig. 5. Finally, the triples that satisfy the value of $sup_{min}$ are used to generate the frequent itemset ($L_k$).

5. Implementation and results evaluation

In this section, the proposed semantic Apriori algorithm is implemented using JAVA programming language with the help of Jena API. In order to evaluate the quality and significance of the rules generated using the semantic Apriori algorithm, the traditional Apriori algorithm is applied directly on the used dataset through its implementation using JAVA Programming language. The association rule mining process involves two main stages: extraction of frequent itemsets and rule generation.

In this section, a set of experiments are conducted to evaluate the performance of Apriori algorithm and the proposed semantic Apriori during the two stages. All the experiments have been done on a machine with intel(R) core i5-2430m CPU @ 2.40GHz 2.40 GHz and 8 GB RAM. In the first experiment, the performance of both algorithms is evaluated during the extraction of the frequent itemsets in terms of the number of frequent itemsets with different values of $sup_{min}$. The obtained results of this experiment are shown Table 1 as well as visualized in Fig. 6.

Based on Table 1 and Fig. 6, it noticed for both algorithms that the number of generated frequent itemsets decreases when the value of $sup_{min}$ increases. This notice is rational because the set of generated frequent itemsets at certain value of $sup_{min}$ is a subset of the generated frequent itemsets of smaller $sup_{min}$. Also, it is noticed that the traditional Apriori algorithm produces a lager
set frequent itemsets compared to the semantic Apriori algorithm until the value of $Sup_{min}$ becomes 0.4, then, the semantic Apriori algorithm generates a larger set frequent itemsets compared to the Apriori algorithm.

In the second experiment, both algorithms are assessed during the rule generation stage in terms of the number of generated rules using different values of $Sup_{min}$ and $Conf_{min}$, computation time, and memory consumption. The obtained results of this experiment are shown in Table 2 as visualized in Figs. 7-9.

Table 2. The performance of both algorithms during the association rule generation

<table>
<thead>
<tr>
<th>$Sup_{min}$</th>
<th>$Conf_{min}$</th>
<th>No. of Generated Rules</th>
<th>Computation Time</th>
<th>Memory Consumption</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.1</td>
<td>74524</td>
<td>3017</td>
<td>608</td>
</tr>
<tr>
<td>0.1</td>
<td>0.4</td>
<td>72692</td>
<td>2584</td>
<td>610</td>
</tr>
<tr>
<td>0.2</td>
<td>0.1</td>
<td>9122</td>
<td>462</td>
<td>70</td>
</tr>
<tr>
<td>0.2</td>
<td>0.3</td>
<td>9122</td>
<td>428</td>
<td>70</td>
</tr>
<tr>
<td>0.2</td>
<td>0.7</td>
<td>7768</td>
<td>254</td>
<td>62</td>
</tr>
<tr>
<td>0.3</td>
<td>0.3</td>
<td>8350</td>
<td>59</td>
<td>65</td>
</tr>
<tr>
<td>0.3</td>
<td>0.9</td>
<td>2841</td>
<td>13</td>
<td>27</td>
</tr>
<tr>
<td>0.4</td>
<td>0.1</td>
<td>30</td>
<td>60</td>
<td>1.9</td>
</tr>
<tr>
<td>0.5</td>
<td>0.2</td>
<td>5</td>
<td>28</td>
<td>1.6</td>
</tr>
<tr>
<td>0.6</td>
<td>0.5</td>
<td>0</td>
<td>16</td>
<td>0</td>
</tr>
<tr>
<td>0.7</td>
<td>0.6</td>
<td>0</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>0.8</td>
<td>0.1</td>
<td>24</td>
<td>29</td>
<td>1.56</td>
</tr>
<tr>
<td>0.9</td>
<td>0.1</td>
<td>0</td>
<td>29</td>
<td>0</td>
</tr>
</tbody>
</table>

Based on Table 2 and Figs. 7-9, it is noticed that increasing the support and confidence values reduces the number of extracted rules for both algorithms. This notice is rational where many rules can fulfill the small support and confidence values while a small group of them can fulfill the higher support and confidence values. However, this small group of rules is more trusted based on the high number of records that confirm them. Also, it is noticed the proposed semantic Apriori algorithm
Figure. 9 The memory consumption of each algorithm using different values of $Sup_{\text{min}}$ and $Conf_{\text{min}}$

Table 3. The $Con_{\text{avg}}$ for the generated rules under different scenarios

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Class</th>
<th>$Sup_{\text{min}}$</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apriori [44]</td>
<td>CKD</td>
<td>0.72</td>
<td>0.6</td>
<td>0.5</td>
<td>0.55</td>
<td>0.58</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Not-CKD</td>
<td>0.78</td>
<td>0.44</td>
<td>0.48</td>
<td>0.66</td>
<td>0.63</td>
<td></td>
</tr>
<tr>
<td>S. Apriori</td>
<td>CKD</td>
<td>0.96</td>
<td>0.89</td>
<td>0.87</td>
<td>0.93</td>
<td>0.79</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Not-CKD</td>
<td>0.74</td>
<td>0.91</td>
<td>0.85</td>
<td>0.95</td>
<td>0.86</td>
<td></td>
</tr>
</tbody>
</table>

Based on Table 3, it is noticed that the $Con_{\text{avg}}$ of the rules generated using the proposed semantic Apriori algorithm for both classes (CKD and Not-CKD) is higher than the $Con_{\text{avg}}$ of the corresponding rules generated using the traditional Apriori. That means that the rules generated using the proposed semantic Apriori algorithm are of higher quality than the corresponding rules generated using the traditional Apriori. The obtained results of the last experiment are visualized in Figs. 10 and 11. In addition, the best association rules that are generated using the proposed semantic Apriori algorithm are shown in Fig. 12.

The best rules the semantic Apriori algorithm are obtained using $Sup_{\text{min}}$ value of 0.6 and $Con_{\text{min}}$ value of 0.5 where the number of rules is nearly the same as the number of generated frequent itemsets [45].

generates a smaller set of rules compared to the traditional Apriori algorithm when the minimum support value is less than 0.4. This notice is considered an advantage for the proposed semantic Apriori algorithm form the diagnosis point of view where decreasing the number of possibilities is desired during the diagnosing of a certain case. In addition, the proposed semantic Apriori algorithm is better than the traditional Apriori algorithm in terms of computation time and memory consumption.

In the third experiment, the quality of the generated rules is assessed for both algorithms in terms of $Con_{\text{avg}}$ which measures the average strength of the generated rules for the different classes (i.e., CKD and Not-CKD) in the used dataset. The obtained values for $Con_{\text{avg}}$ under different scenarios are shown in Table 3.
6. Conclusion

Semantic data mining can be used effectively to improve the provided medical service through analyzing the huge amounts of data that exist in the healthcare field. In this study, we have presented a general framework for association rule mining based on OWL ontology and Apriori algorithm. The proposed framework is evaluated using a dataset called Chronic Kidney Disease (CKD) dataset. Additionally, different experiments have been conducted to assess the performance of the proposed semantic Apriori algorithm and the traditional Apriori algorithm during frequent items extraction and rule generation in terms of the number of generated items, computation time, and memory consumption. The obtained results have shown that the proposed semantic Apriori algorithm produces a smaller set of frequent items and association rules compared to that generated by the traditional Apriori algorithm. However, based on the average confidence of the rules generated by both algorithms, the rules generated by the proposed semantic Apriori are more trusted and more effective. In addition, the computation time and memory consumption of the proposed semantic Apriori algorithm are much lesser than those of the traditional Apriori algorithm. In the future, the proposed framework can be evaluated using larger and more challenging datasets.
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