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\textbf{Abstract:} Imbalanced class is one of the main problems for intrusion detection models that use machine learning methods. The classifiers generally are designed to minimize the global error rates, which have not considered the condition of imbalanced class. The amount of training data for each type of imbalanced attack can cause those intrusion detection models to have high accuracy but can also lead to difficulty in identifying minority class attacks. In this research, we propose an intrusion detection model using a combination of the feature selection method for imbalanced class and weighted support vector machine classifier. We apply a composite performance index in the features selection and the optimization of the weight of the minority class. The experimental result using the NSL-KDD dataset shows that this model produces overall accuracy, sensitivity, and specificity that reaches more than 99%, with false alarms below 0.5% and false-negative rates below 0.7%. The sensitivity of the U2R and R2L classes are 56\% and 92\%.
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\section{1. Introduction}

Intrusion detection systems (IDS) dynamically monitor system activity in a certain environment and decide whether an activity will be considered an attack. Many IDS models have been developed using machine learning and data mining methods. Imbalanced class is one of the main problems for IDSs that use machine learning and data mining methods. The amount of training data for each type of imbalanced attack can cause those IDSs to have high accuracy but can also lead to the difficulty in identifying all types of attacks.

IDS dataset, such as KDD Cup 1999 and NSL-KDD, has a very imbalanced number of attack instances \cite{1}. The research in \cite{2–5} is the example of IDS that have high accuracy but have difficulty in detecting minority classes in NSL-KDD datasets. Their overall accuracy is above 95\%, but the detection accuracy for minority classes (U2R) is below 25\%.

Support vector machines (SVM), like most classifiers, implicitly assumes that all classes have the same occurrences. SVM is also designed to maximize the whole classification accuracy. These conditions cause SVM to favor more the majority classes, which results in low sensitivity towards the minority classes \cite{6}.

Resampling is the rebalancing strategy commonly used to imbalanced classification. These methods include under-sampling the majority classes and over-sampling the minority classes that attempt to rebalance class distribution at the data level. However, the under-sampling method carries the risk of losing information, and the over-sampling approach has the potential to cause over-fitting because random replication of the minority class samples usually creates particular rules \cite{6}.
Cost-sensitive learning is a rebalancing strategy that can overcome the problems faced by the resampling method. This approach tries to balance class distribution at the algorithm level so that it does not change the condition of the sample data. This method considers the cost of misclassification and minimizes the total misclassification of costs.

The weighted-SVM (WSVM) is implemented cost-sensitive learning in SVM. Yang et al. [7] present that a WSVM that can rectify the outlier sensitivity in standard SVM for two-class data classification. In multiclass classification, Aburomman and Reaz in [8] show that a weighted one-against-rest SVM (WOAR-SVM) outperforms the one-against-rest SVM (OAR-SVM) and OAO SVM. However, their experimental results using the NSL-KDD dataset show that the accuracy of the U2R and R2L classes is under 40%.

In our previous research [9], we conduct a rebalancing strategy using a feature selection method for an imbalanced dataset. We use a modified-rank information gain feature selection (m-RIGFS) method to attempt to rebalance class. This strategy is combined with the log normalization and one-against-one SVM (OAO-SVM) with kernel parameter optimization. The experimental result shows that this approach can improve the sensitivity of the minority classes.

Therefore, the aim of this study is to construct IDS using a combination of WSVM with feature selection for imbalanced classes. We hypothesize that this approach can improve the detection of minority classes and maintain overall accuracy that remains above 99%.

In this research, we propose an IDS model using cost-sensitive learning that combines with a feature selection method for the imbalanced dataset. For cost-sensitive learning, we implement weighted one-against-one SVM (WOAO-SVM). While for the feature selection method, we use m-RIGFS [9] and propose the rank weighted information-gain feature selection method (RWIGFS).

There are three uniqueness of the proposed model compared to the existing IDS approach. First, this model uses the feature selection method for imbalanced classes to get a feature subset that better supports the detection of a minority class. We use two feature selection methods: the m-RIGFS and the RWIGFS. Second, we apply the composite performance index (CPI) in the selection of the n-best feature subset and the optimization of the weight of minority class in WSVM. The CPI is generated from accuracy in the overall class and sensitivity in the minority classes using multiple attribute decision making (MADM) method. Third, this model integrates log normalization, feature selection method for imbalanced classes, and the WSVM classifier.

The rest of this paper is organized as follows. Section 2 describes the related work. In Section 3, we present the proposed work. In the next section, we explain and discuss the implementation results. Finally, we give a conclusion in Section 5.

2. Related work

Many models of IDS have been evolved to overcome the limitations of the anomaly detection model. In this section, we analyze some IDS literature in the last 5 years using KDD Cup 99 and the NSL-KDD dataset, which presents experimental results in the form of detection accuracy for the overall class and detection accuracy for each class.

Lin et al. [2] propose an intrusion detection model using a centroid-based classifier, namely, the cluster center and nearest neighbor (CANN). This approach generates the one-dimensional representative feature from the sum of two distances. A k-NN classifier is used to process the one-dimensional representative feature. The classification accuracy of this approach for the overall class is 99.46%, but the sensitivity of the U2R class is 3.85%, and the sensitivity of the R2L class is 57.05%.

Al-Yaseen et al. [5] propose another approach using SVM and extreme learning machine. They use a modified k-mean to improve the training dataset’s quality. This approach can increase the accuracy of the U2R class to 21.93%, but the accuracy of the overall class and the sensitivity of the R2L class is lower than [2]. The overall accuracy is 95.75%, and the sensitivity of the R2L class is 31.39%.

Pajouh et al. [10] propose an IDS model based on a two-tier classifier using naïve Bayes classifier and k-nearest neighbor (k-NN). They use linear discriminant analysis for dimensionality reduction. This approach can produce higher detection accuracy in the U2R and R2L classes than [5], but the overall accuracy is lower than [5]. The overall accuracy is 94.56%, the sensitivity of the U2R class is 67.15%, and the sensitivity of the R2L class is 34.81%.

Thaseen and Kumar [11] propose a multi-class SVM, the Z-score normalization method, and the chi-square feature selection method to recognize the diverse attacks on a network. The experimental results show that their approach produces higher detection accuracy in the U2R and R2L classes than [10]. The overall accuracy is also higher than [10], but still lower than [2]. The overall accuracy is
98.00%, the sensitivity of the U2R class is 73.90%, and the sensitivity of the R2L class is 98.70%.

Bostani and Sheikhan [12] use a modified optimum path forest (OPF) algorithm in intrusion detection. This model can produce higher detection accuracy in the U2R class than [11], but it is lower than [11] in the overall accuracy and the accuracy of the R2L class. The overall accuracy is 91.74%, the sensitivity of the U2R class is 77.98%, and the sensitivity of the R2L class is 81.13%.

Kumar et al. [13] also propose a multi-class SVM to detect intrusion. They use a multi-linear dimensionality reduction (MLDR) method to reduce the dataset’s dimensionality. Their experimental results show that this approach also can improve the classification accuracy of SVM. The performance of this model is higher than [12] in the accuracy of the overall class and the U2R class, but for the R2L class, it is lower. The overall accuracy is 98.44%, the sensitivity of the U2R class is 79.77%, and the sensitivity of the R2L class is 78.66%.

Mahendiran and Appusamy [14] propose the other approach using a CRF-based classifier along with a feature selection method using a One-R algorithm for detection intrusion. The performance of this approach is higher than [13] in terms of classification accuracy of the U2R class and the R2L class, but for the overall class, it is lower. The overall accuracy is 98.15%, the sensitivity of the U2R class is 92.30%, and the sensitivity of the R2L class is 96.11%.

In our previous research [9], we propose the intrusion detection model that combines the log normalization, the feature selection method for imbalanced classes, and SVM with parameter optimization. The performance of this approach can outperform the performance of the model in [14] in terms of classification accuracy of the overall class, but for the U2R class and the R2L class, it is lower. The overall accuracy is 99.80%, the sensitivity of the U2R class is 73.08%, and the sensitivity of the R2L class is 93.77%.

In this study, we propose an IDS model that integrates multi-class WSVM with log normalization and the feature selection method for imbalanced classes to improve the accuracy of detecting the minority class and keep capable of detecting another with high accuracy, high sensitivity and high specificity.

3. Proposed Work

In this section, we describe our proposed model, which is the integration of multi-class weighted-SVM with an optimization class weight, log normalization, and two feature selection methods. The block diagram of this proposed model is presented in Fig. 1. It has four stages of the process.

We do data preprocessing in the initial stage. In the second stage, we do dimension reduction using two feature selection methods for imbalanced class: the m-RIGFS and the RWIGFS. In the third stage, optimization of the weight of minority class (R2L and U2R) is done by using a grid search method. To help the selection process in the third and fourth stages, we convert several measures into a single score, namely the CPI. In the fourth stage, the Weighted-SVM classifier uses the optimal class weight to train and evaluate the model.

Next, we describe the data preprocessing in subsection 3.1. The Feature Selection methods are described in subsection 3.2. The CPI is described in subsection 3.3. The weighted-SVM classification model is described in subsection 3.4. In subsection 3.5, we describe the one-against-one approach for multiclass SVM.
3.1 Data pre-processing

Data preprocessing is done by transforming the nominal feature to numeric and then performing the log normalization process on all features.

As in previous studies [9], we implement log normalization in this study. The log normalization scores $x'$ are calculated using Eq. (1), where $x$ is the value of the feature before normalization and $x'$ is its value after normalization.

$$x' = \log(1 + x)$$  \hspace{1cm} (1)

3.2 Feature selection

In this subsection, we describe an original rank information-gain feature selection (RIGFS) [15], a original rank gain-ratio feature selection (RGRFS) [15] and two feature selection methods for imbalanced class (m-RIGFS and RWIGFS) used in this study. We combine the filter-based feature selection and the wrapper-based feature selection approach to get the best feature subset, which supports in detecting the minority classes.

The filter-based approach is used to build a feature ranking based on the value of information-gain features. Information-gain is a standard measurement of the quality of the attributes. In this research, we adopt information-gain and gain-ratio as the attribute evaluation measurement in the proposed feature selection. Information-gain is specified as the amount of information which resulted from the attributes to determine the class, as shown in Eq. (2), where $H$ is the entropy of an outcome or the average amount of information.

$$\text{InfoGain}(A) = H_c - H_{c|A}$$  \hspace{1cm} (2)

The amount of information from the outcome $X_j$ is defined as a negative logarithmic of its probability, as shown in Eq. (3).

$$I(X_j) = -\log_2 P(X_j)$$  \hspace{1cm} (3)

If our experiment has $m$ disjoint possible outcomes $X_j$ where $j = 1..m$ and $\sum_j P(X_j) = 1$, then the entropy of outcome $H(X)$ is calculated using Eq. (4).

$$H(X) = -\sum_j^n P(X_j) \log_2 P(X_j)$$  \hspace{1cm} (4)

The gain-ratio is defined as information-gain normalized with the attribute entropy, as shown in Eq. (5).

$$\text{GainRatio}(A) = \frac{\text{InfoGain}(A)}{H_A}$$  \hspace{1cm} (5)

The difference between the RIGFS and m-RIGFS is at the stage of the process of calculating information-gain and ranking. In the RIGFS and RGRFS, the calculation and ranking process is directly carried out on the dataset, while the m-RIGFS is done on the temporary dataset first. In the m-RIGFS method, this process is done on a temporary dataset that only consists of the normal class and 50% of attack classes, which are considered as minority classes, namely the R2L class and U2R class [9]. In the RWIGFS method, we use weighting information-gain from an attribute to sorting the features. This score is obtained by adding up the information-gain attribute value of a class that has been multiplied by the class weight, where the weight of a class is inversely proportional to the amount of data in that class. The information-gain attribute value of each class is counted from the temporary dataset with two classes, such as the first is the class-processed, and the second is the rest.

Next, a wrapper-based approach using SVM is used to select the n-best rank feature subset that produces the highest overall accuracy, the lowest false negative, and the highest sensitivity in minority classes (U2R and R2L). To help the selection process, we convert several measures into a single score, namely the CPI. We will choose a subset of features that produce the highest CPI value, where the highest CPI value reflects that the best conditions of overall accuracy, false negative, and sensitivity in minority classes.

3.3 Composite performance index

The CPI is generated from four single performance measures (accuracy of all classes, false-negative of attack classes, lowest sensitivity minority class, and lowest second sensitivity minority class). This index is used to get a performance condition that has a high accuracy and all classes detected. We apply this index in the feature selection and the optimization of the weight of minority class in W-SVM.

$$\text{Accuracy} = \frac{TP+TN}{TP+FP+TN+FN}$$  \hspace{1cm} (6)

$$\text{Sensitivity} = \frac{TP}{TP+FN}$$  \hspace{1cm} (7)

$$\text{Specificity} = \frac{TN}{TN+FP}$$  \hspace{1cm} (8)
Consider true positive (TP) denotes the number of attack samples that are correctly predicted as attacks. The true negative (TN) refers to the number of normal network traffic samples correctly classified as normal network traffics. The false positive (FP) is defined as the number of normal network traffic samples incorrectly classified as attacks, while a false negative (FN) refers to the number of attack samples incorrectly assigned as normal network traffics. Accuracy is the fraction of predictions our model got right; its formula is shown in Eq. (6). It is a measurement of the closeness of the experimental value to the actual amount of the substance in the confusion matrix. Sensitivity or recall is accuracy on the attack samples. Its formula is shown in Eq. (7). On the other hand, specificity is accuracy on the normal network traffics samples. Its formula is shown in Eq. (8).

We apply the MADM problem approach to build CPI. Inspired by Simple Multi-Attribute Rating Technique, one of the multi-criteria decision models discussed in [16], we generate this index. We implement the subjective approach [17] to get the attribute weights according to the decision-makers’ subjective option on the set of attributes. Because we require only ranking rather than specifying a precise degree or magnitude, we use the importance of criteria to obtain the attribute weights.

For aggregation purposes, we define a set of non-negative weights $w_j$ to represent the contribution of indicator $I_j$ to the value of the composite indicator index. Indicators are arranged in a sequence of priority in descending order such that $w_1 \geq w_2 \geq \ldots \geq w_J$, where $J$ is the number of indicators and $j$ is the indicator’s sequence number. The score of CPI is expressed as a weighted sum of performance measures under multiple indicators. Moreover, the weighted linear model for aggregation purposes of the composite indicators is presented in Eq. (9). The constraints, Eq. (10)-Eq. (13), are some limits for weighting values. Eq. (10) and Eq. (11) are the normalization constraint for the value of weights so that its values are always within the range of 0 and 1. Also, the total number of all weights is equal to 1. Moreover, Eq. (12) is used to ensure a sequence of indicators ranking. The formula in Eq. (13) is used to obtain the weight value based on the order of importance of the indicators [18], which satisfies the constraints in Eqs. (10) – (12).

$$CPI = \sum_{j=1}^{J} w_j I_j$$

Such that

$$\sum_{j=1}^{J} w_j = 1,$$  

$$w_j > 0, \quad j = 1, 2, \ldots, J$$

$$w_j - w_{(j+1)} \geq 0, \quad j = 1, 2, \ldots, (J - 1)$$

$$w_j = \frac{(J-j+1)}{\sum_{n=1}^{J}} , \quad j = 1, 2, \ldots, J$$

We use the accuracy as the first priority, the false-negative as the second priority, and sensitivity for minority classes U2R and R2L in the third and fourth priority. The CPI is calculated using Eq. (14), where $w_1$ is a weight of the accuracy, $w_2$ is a weight of the false negative, $w_3$ is a weight of the first minority class (U2R), and $w_4$ is a weight of the second minority class (R2L).

$$CPI = w_1 \times \text{Accuracy}_{\text{overall}} + w_2 \times \text{FalseNegative}_{\text{overall}} + w_3 \times \text{Sensitivity}_{\text{U2R}} + w_4 \times \text{Sensitivity}_{\text{R2L}}$$  

Next, we calculate $w_1$, $w_2$, $w_3$, and $w_4$ by using Eq. (13) where $J = 4$.

$$w_1 = \frac{(4-1+1)}{1+2+3+4} = \frac{4}{10} = 0.4$$

We get $w_2 = 0.4$, $w_3 = 0.3$, $w_4 = 0.2$, and $w_4 = 0.1$. So the formula CPI is as follows, as shown in Eq. (15).

$$CPI = 0.4 \times \text{Accuracy}_{\text{overall}} + 0.3 \times \text{FalseNegative}_{\text{overall}} + 0.2 \times \text{Sensitivity}_{\text{U2R}} + 0.1 \times \text{Sensitivity}_{\text{R2L}}$$  

### 3.4 Multi-class weighted-support vector machine model

WSVM uses the approach that each data point has a different weight according to its relative importance in class. This approach makes various data points have different contributions to learning decision making.

WSVM constructs a cost function to reduce the classification error and maximize the separation margin. Dissimilar to the penalty term in standard SVM, WSVM weights the penalty term to minimize the effect of less important data points (such as noises and outliers). It assigns the weight $W_i$ to the data point $x_i$. In standard SVM, the value of $C$ is fixed and all training data points are equally treated during the training process.

The support vector technique requires the solution of the optimization problem. Let the
training vector $x_i$ be mapped into a higher-dimensional space by function $\phi$. Slack variable $\xi_i$ is used to measure the deviation of training examples. The parameter $C$ is a user-specified positive parameter, which balances between the solution complexity and the solution error $\sum_{i=1}^{N} W_i \xi_i$. The formula of the optimization problem is as shown in Eq. (16).

$$\text{Minimize } \Phi(w) = \frac{1}{2} w^T w + C \sum_{i=1}^{N} W_i \xi_i$$

Subject to

$$y_i \left( (w, \phi(x_i)) + b \right) \geq 1 - \xi_i, \quad i = 1, \ldots, N$$
$$\xi_i \geq 0, \quad i = 1, \ldots, N$$

3.5 One-against-one approach

SVM is originally designed only for the classification of two classes. We required to construct a multi-class SVM considering that the NSL-KDD dataset has five class labels. The one-vs-one strategy is a common and established technique in machine learning to deal with multi-class classification problems [19]. In this strategy, a multi-class SVM model with $k$ classes dataset will be constructed from $k(k-1)/2$ SVMs. Each one is trained on data from two classes. A voting procedure was implemented, where the class with the most votes was adopted as an output label of the test data point.

In our research problem that differentiated five types of network traffics, we construct ten WSVMs, and their structural diagram is shown in Fig. 2. The five types of network traffic are Probe, Denial of Service (DoS), Remote to Local (R2L), User to Root (U2R), and Normal.

WSVM-1 for class Normal and class DoS, WSVM-2 for class Normal and class R2L, WSVM-3 for class Normal and class Probe, and WSVM-4 for class Normal and class U2R. WSVM-5 for class DoS and class R2L, WSVM-6 for class DoS and class Probe, and WSVM-7 for class DoS and class U2R. WSVM-8 for class R2L and class Probe, WSVM-9 for class R2L and class Probe, and WSVM-10 for class Probe and class U2R.

The WSVM-1 processes training data composed of class Normal and class DoS, and it also classifies only class Normal and class DoS in testing data. When carrying out the classification process, all SVMs classify the test data, and the results are identified as the class with the highest number of votes.

4. Implementation and results

We conduct the experiments by using Java programming and Weka 3.8.3 library [20]. OAO multi-class weighted-SVM with RBF kernel is implemented using the LibSVM [21] package that integrated with Weka. Besides, we perform optimizing the class weight using the grid search method.

We use the NSL-KDD dataset [22], which contains 41 features. This dataset has five classes, namely Normal, Probe, DoS, U2R, and R2L. The experiments use the entire NSL-KDD training dataset, which contains 125,973 records. We use 37791 records (30%) to training data and 88182 records (70%) to the testing set. The training data is taken from 30% of the back of the NSL-KDD training dataset, and the testing set is the rest. Information about the NSL-KDD dataset and its attacks can be found at [23].

The following metrics are used to measure the IDS model's performance: 1) accuracy, 2) sensitivity, 3) specificity, 4) false alarm rate (FAR), and 5) false-negative rate (FNR). Accuracy, sensitivity, and specificity are calculated using Eqs. (6), (7), and (8), respectively. FAR or false-positive rate is formulated as in Eq. (17). On the other hand, FNR or miss rate is formulated as in Eq. (18).

$$\text{FAR} = \frac{FP}{FP + TN} = 1 - \text{Specificity}$$

$$\text{FNR} = \frac{FN}{FN + TP} = 1 - \text{Sensitivity}$$

4.1 Performance analysis of proposed IDS model

Firstly, we present the implementation of two feature selection methods in the NSL-KDD dataset. We apply m-RIGFS and RWIGFS to get a subset of features whose members are less than 50% of the
Table 2. Top 20 attributes ranking from RWIGFS methods

<table>
<thead>
<tr>
<th>Rank</th>
<th>Attribute name and number in KDD dataset</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>src_bytes (5)</td>
<td>Total data bytes from source to destination</td>
</tr>
<tr>
<td>2</td>
<td>service (3)</td>
<td>Network service on the destination, e.g., HTTP, telnet, etc.</td>
</tr>
<tr>
<td>3</td>
<td>dst_bytes (6)</td>
<td>Total data bytes from destination to source</td>
</tr>
<tr>
<td>4</td>
<td>dst_host_srv_count (33)</td>
<td>The number of connections to a destination port</td>
</tr>
<tr>
<td>5</td>
<td>hot (10)</td>
<td>The number of “hot” indicators</td>
</tr>
<tr>
<td>6</td>
<td>count (23)</td>
<td>The number of connections to similar host as the current connection in the past two seconds</td>
</tr>
<tr>
<td>7</td>
<td>dst_host_diff_srv_rate (35)</td>
<td>% of connections that exist for different services between connections in “dst_host_count”</td>
</tr>
<tr>
<td>8</td>
<td>duration (1)</td>
<td>The length of the connection</td>
</tr>
<tr>
<td>9</td>
<td>flag (4)</td>
<td>The status of the connection</td>
</tr>
<tr>
<td>10</td>
<td>dst_host_count (32)</td>
<td>The number of the destination host</td>
</tr>
<tr>
<td>11</td>
<td>diff_srv_rate (30)</td>
<td>% of connections in various services between connections in “count”</td>
</tr>
<tr>
<td>12</td>
<td>srv_count (24)</td>
<td>The number of connections to similar services as the current connection in the past two seconds</td>
</tr>
<tr>
<td>13</td>
<td>dst_host_same_src_port_rate (36)</td>
<td>% of connections to a similar source port</td>
</tr>
<tr>
<td>14</td>
<td>same_srv_rate (29)</td>
<td>% of connections in similar service between connections in “count”</td>
</tr>
<tr>
<td>15</td>
<td>dst_host_serror_rate (38)</td>
<td>% of connections in “dst_host_count” that activated “flag” s3, s2, s1 or s0</td>
</tr>
<tr>
<td>16</td>
<td>dst_host_srv_diff_host_rate (37)</td>
<td>Different host rate for destination host</td>
</tr>
<tr>
<td>17</td>
<td>dst_host_same_srv_rate (34)</td>
<td>% of connections to a similar service</td>
</tr>
<tr>
<td>18</td>
<td>logged_in (12)</td>
<td>The status of login. If the connection with login’s status is true then assign 1 else 0.</td>
</tr>
<tr>
<td>19</td>
<td>root_shell (14)</td>
<td>If a command interpreter with a root account is running root shell the assign 1 else 0</td>
</tr>
<tr>
<td>20</td>
<td>serror_rate (25)</td>
<td>% of connections in “count” that activated “flag” s3, s2, s1 or s0</td>
</tr>
</tbody>
</table>

Table 2 shows the sequence of the 20 top features produced in the ranking process by RWIGFS methods. The features ranking from m-RIGFS can look at [18]. Next, we process the 20 top features using the SVM classifier with a wrapper approach to get a subset of features that can produce the best overall accuracy and the best sensitivity in U2R and R2L classes. Previously, we create 20 subset features from the top 20 features.

The first subset contains one top feature, the second subset contains two top features, and so on, where the n-th subset contains n top features. We will choose a subset of features that produce the highest CPI value, where the highest CPI value reflects that the best conditions of overall accuracy and sensitivity are minority classes (U2R and R2L).

As shown in Fig. 3, the CPI values from RWIGFS and m-RIGFS are better than original-RIGFS and RGRFS. It represents that the two proposed feature selection methods produce better performance than original-RIGFS and RGRFS. The highest CPI in the m-RIGFS can be achieved by using the top 19 features, whereas the highest CPI in the RWIGFS can be achieved using the top 18 features. Therefore, we chose a subset with 19 features to be used in the intrusion detection model with the m-RIGFS and a subset with 18 features to be used in the intrusion detection model with the RWIGFS.

Next, we apply the selected subset features in WSVM and optimize the minority class weight using the grid search method. Table 3 shows some of the results in optimizing the weights of the minority classes, where c1, c2, c3, c4, and c5 are the Normal, Dos, R2L, Probe, and U2R classes respectively. We test the model on various minority
class weights (R2L class and U2R class), where the range of class weights is from 1 to 10. The majority class weights (Normal, DoS, Probe) are given a value of 1. The aim is to obtain the best accuracy of R2L and U2R while maintaining the majority class accuracy. We apply CPI for ranking the classifier's performance. In m-RIGFS, the selection results show that SVM with a subset of 17 features produces the highest CPI using class weight pairs (Normal, DoS, R2L, Probe, U2R: 1, 1, 3, 1, 10). While in the RWIGFS, SVM with the subset of 19 features produces the highest CPI using the class weight pair (Normal, DoS, R2L, Probe, U2R: 1, 1, 5, 1, 10).

The experimental results show that the proposed IDS model produces relatively high minority class sensitivity and high detection in the overall class. The detection in the U2R attack class is over 56%, and the detection in the R2L attack class is over 92%. Overall accuracy, sensitivity, and specificity reach more than 99%, with false alarms below 0.5% and false-negative rates below 0.7%.

In detecting all classes of attacks, the combination of WSVM with m-RIGFS has higher performance than the combination of WSVM with RWIGFS. But in detecting Normal class and in the overall performance, the combination of WSVM with RWIGFS is better. The overall performance of WSVM and m-RIGFS combination is as follows. The overall accuracy is 99.4364%, the overall sensitivity is 99.3957%, the overall specificity is 99.5098%, the false alarm is 0.4902%, and the false-negative rate is 0.6043%. And the following are the sensitivity in each attacks classes (DoS, Probe, R2L, U2R): 99.8757%, 98.3001%, 92.4394%, and 57.50%, respectively.

On the other hand, for a combination of WSVM with RWIGFS, the overall accuracy is 99.4455%, the overall sensitivity is 99.3423%, the overall specificity is 99.5565%, the false alarm is 0.4435%, and the false-negative rate is 0.6577%. And the sensitivity in each attacks classes (DoS, Probe, R2L, U2R) are 99.8198%, 98.2890%, 92.0114%, and 56.4103%, respectively.

This condition can be observed in the confusion matrix in Tables 4 and 5. The columns in the matrix show predicted values, the rows show actual values, and the diagonal entries present the correct prediction.

Next, we compare the performance of the proposed model with the other models. Table 6 shows the performance comparison between the proposed model and the previous IDS models. The performance classification of the proposed model is ranked 3rd and ranked 4th out of 10 models compared in the fields: overall accuracy, specificity, the sensitivity of the DoS class and, the Probe class.

### Table 3. The accuracy and CPI obtained from the optimizing class weight WSVM with 18 features of the RWIGFS using a grid search

<table>
<thead>
<tr>
<th>Class weight (*)</th>
<th>Overall Accuracy</th>
<th>Sensitivity</th>
<th>CPI</th>
</tr>
</thead>
<tbody>
<tr>
<td>c1 c2 c3 c4 c5</td>
<td>U2R R2L</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 1 1 1 1</td>
<td>0.9951 0.9951</td>
<td>0.0000</td>
<td>0.4904</td>
</tr>
<tr>
<td>1 1 1 1 4</td>
<td>0.9951 0.9952</td>
<td>0.0833</td>
<td>0.5325</td>
</tr>
<tr>
<td>1 1 1 1 5</td>
<td>0.9952 0.9952</td>
<td>0.0667</td>
<td>0.7443</td>
</tr>
<tr>
<td>1 1 1 1 6</td>
<td>0.9951 0.9951</td>
<td>0.0667</td>
<td>0.7762</td>
</tr>
<tr>
<td>1 1 1 1 9</td>
<td>0.9952 0.9952</td>
<td>0.0667</td>
<td>0.7762</td>
</tr>
<tr>
<td>1 1 2 1 10</td>
<td>0.9949 0.9952</td>
<td>0.0667</td>
<td>0.7762</td>
</tr>
<tr>
<td>1 1 3 1 10</td>
<td>0.9948 0.9948</td>
<td>0.6667</td>
<td>0.8082</td>
</tr>
</tbody>
</table>

(*): $c1=${Normal}, $c2=${DoS}, $c3=${R2L}, $c4=${Probe}, $c5=${U2R}

### Table 4. Confusion matrix obtained from weighted-SVM [1-1-5-1-10] with 19 features of the m-RIGFS

<table>
<thead>
<tr>
<th>Prediction</th>
<th>Normal</th>
<th>DoS</th>
<th>R2L</th>
<th>Probe</th>
<th>U2R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal</td>
<td>46891</td>
<td>14</td>
<td>138</td>
<td>67</td>
<td>12</td>
</tr>
<tr>
<td>DoS</td>
<td>40</td>
<td>32143</td>
<td>3</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>R2L</td>
<td>53</td>
<td>0</td>
<td>648</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Probe</td>
<td>138</td>
<td>7</td>
<td>0</td>
<td>7980</td>
<td>0</td>
</tr>
<tr>
<td>U2R</td>
<td>17</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>23</td>
</tr>
</tbody>
</table>

### Table 5. Confusion matrix obtained from weighted-SVM [1-1-3-1-10] with 18 features of the RWIGFS

<table>
<thead>
<tr>
<th>Prediction</th>
<th>Normal</th>
<th>DoS</th>
<th>R2L</th>
<th>Probe</th>
<th>U2R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal</td>
<td>46913</td>
<td>31</td>
<td>95</td>
<td>72</td>
<td>11</td>
</tr>
<tr>
<td>DoS</td>
<td>58</td>
<td>32128</td>
<td>0</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>R2L</td>
<td>56</td>
<td>0</td>
<td>645</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Probe</td>
<td>139</td>
<td>1</td>
<td>0</td>
<td>7985</td>
<td>0</td>
</tr>
<tr>
<td>U2R</td>
<td>17</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>22</td>
</tr>
</tbody>
</table>
In the sensitivity of the R2L class, the proposed model is ranked 4th and ranked 5th, and in the sensitivity of the U2R class is ranked 7th and ranked 8th. However, those models that rank higher in minority classes use more features and also use fewer data samples for training and testing.

4.2 Discussions

The proposed model is a combination of multi-class weighted-SVM optimized by tuning weighted class techniques, and two feature selection methods for imbalanced classes (m-RIGFS and RWIGFS). These methods are dissimilar with the approach commonly used to avoid high dimensional curses in large data sets. The m-RIGFS method and RWIGFS are created to produce a subset of features that support better detection in minority classes. Multi-class weighted-SVM in one-against-one mode is implemented to get high detection accuracy in all classes. Furthermore, the weighted minority class optimization of the SVM model is carried out to produce better predictions. The novelty of this approach is the use of a CPI in the feature selection and the optimization of the weight class in W-SVM.

5. Conclusions

The intrusion detection model proposed in this study a multi-class weighted-SVM and two feature selection methods for imbalanced classes (m-RIGFS and RWIGFS). The experimental results show that the proposed IDS model can produce overall accuracy, sensitivity, and specificity that reaches more than 99%, with false alarms below 0.5% and false-negative rates below 0.7%, but the sensitivity of the U2R class is still below 60%.

For future enhancements, we want to develop an ensemble IDS using weighted-SVM and SVM with a parameter optimization technique and implement to others IDS dataset.
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