An Image Watermarking Method Using Discrete Tchebichef Transform and Singular Value Decomposition Based on Chaos Embedding
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Abstract: A good watermarking method should be robust against attacks but have good visual quality. This research proposes a combination of two transformations i.e. Tchebichef and singular value decomposition (SVD). Arnold's algorithm is also integrated to improve the security of the watermark and visual quality of the watermarked image. Arnold's transformation was carried out on the cover image with the aim to spread watermark. Furthermore, the cover image is divided into small blocks and transformed using Tchebichef. The lowest coefficient of each Tchebichef block is collected in a matrix for decomposition with SVD, then the watermark is embedded in the singular matrix. Based on the results of testing the proposed method can have excellent visual quality with PSNR values ranging from 45dB and SSIM averaging 0.998. The proposed method is also robust to various attacks such as filtering, noise addition, geometry, and signal processing.
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1. Introduction

The development of internet technology today is extraordinary and applications for sharing files are increasingly sophisticated, making it easier to reproduce, manipulate and distribute multimedia data [1–3]. Some multimedia data certainly requires copyright protection, for example, data relating to medical, military, and having legal force. The watermarking technique is one of the methods used to protect copyright. Basically, watermarking is extended from the data hiding technique, then is used to protect cover images. There are two main objects in watermarking i.e. cover media and watermark as copyright, where the watermark embedded in the cover media has the duty to protect its cover media. Watermark must be robust embedded so that if there is manipulation or distortion on the cover media, the watermark is not damaged and can still be extracted for authentication. In addition to robustness, watermark imperceptibility must also be good for producing quality watermarking methods [4, 5].
required is also relatively shorter when using the DCT method. While SVD has advantages in its resistance to geometric attacks such as rotational, flipping, and transpose attacks, besides that SVD is also robust to signal processing attacks [4, 13, 14]. This is what distinguishes SVD with DCT and DWT, so by combining it with the DCT, DWT or both methods, an increase in robustness and imperceptibility performance can be obtained [6, 7, 14]. One method that is relatively rarely used compared to the three methods above is Discrete Tchebichef Transform (DTT). DTT has many similarities with DCT, such as converging energy into the low-frequency region, orthogonal calculation bases, and how calculations can be done separately and symmetrically [15–17]. In several studies such as the studies [16] and [18], DCT and DTT methods have been compared, which results in robustness and imperceptibility performance which is very identical, even though the DTT method has faster computing time. In addition, the combination of DTT and DWT methods was also successfully applied in research [18], so that in this research a combination of DTT and SVD was conducted to test its performance, both in terms of imperceptibility, robustness and security.

On the security side, in various watermarking studies previously proposed encryption techniques on the watermark before being embedded. Watermarks can be encrypted by a variety of methods, from the simplest only with XOR operations, then to DES, RC4, or AES [19–21], and currently the most popular is the scramble technique based chaotic-map [22, 23]. Scramble technique is more suitable for encrypting multimedia data such as images because it is resistant to differential and statistical attacks, as well as minimizing the possibility of over computing due to the complexity of calculations [24, 25]. Another way to increase the security of a watermark is a non-sequential embedding technique. Sequential embedding is easy to guess and can be centered on one part of the cover image if the watermark image used is smaller than the capacity of the cover image. In a study conducted by Rachmawanto et al. [26], it is proposed a watermark embedding technique that is spread in whole images. With this technique, it is proven that there is an increase in the value of imperceptibility as measured by PSNR. In addition, indirectly the security of the watermark will be better maintained because it is not easily predictable by sequential extraction.

Based on the explanation above, the research proposed a combination of DTT and SVD methods based on chaotic embedding. Chaos operations are performed on the cover image, not on the watermark image, then the DTT transformation is based on small blocks, from each block the lowest coefficient is taken to be transformed again with SVD. Chaotic operations are used so that watermark embedding can be spread out and is relatively more secure and resistant to statistical and differential attacks. The initial DTT transformation aims to increase the resistance of the watermark against compression attacks and the addition of noise, while the SVD transformation is also used to increase resistance to geometry attacks. Furthermore, the watermark image is embedded in a singular section, so this method can obtain increased imperceptibility, robustness, and watermark security.

2. Preliminaries

2.1 Discrete tchebichef transform (DTT)

DTT and DCT are transformations derived from orthonormal tchebichef polynomials. DTT has many similarities with DCT, i.e. energy compactness, separability, orthogonality, and even symmetry [27]. But DTT has advantages in low complexity, reduce memory and faster computation than DCT [16, 28, 29]. The many similarities between DCT and DTT make DTT can be used as an alternative to DCT in its use in digital image processing. In various researches on image compression [27, 30, 31] and image watermarking [16, 18], it has been proven that DTT has a similar performance even slightly better compared to DCT. In some image watermarking researches such as [29, 32] it has also been proven that DTT has a very good performance. As with DCT, DTT operations are often performed by dividing the image into small blocks, which are generally 8x8 [16, 17, 27, 30], 4x4 [31] or 2x2 [33]. If there is a grayscale image (S) with a matrix size of 8 x 8, then the Tchebichef transformation (7) can be defined as Eq. (1).

\[
T_{xy} = \begin{bmatrix}
  t_x(0)t_y(0) & t_x(0)t_y(1) & \ldots & t_x(0)t_y(7) \\
  t_x(1)t_y(0) & t_x(1)t_y(1) & \ldots & t_x(1)t_y(7) \\
  \vdots & \vdots & \ddots & \vdots \\
  t_x(7)t_y(0) & t_x(7)t_y(1) & \ldots & t_x(7)t_y(7)
\end{bmatrix}
\]

(1)

From Eq. (1), forward DTT has a definition written in Eq. (2).

\[
T_{xy} = \sum_{x=0}^{7} \sum_{y=0}^{7} t_x(i)t_y(j)S(i,j)
\]

(2)
From Eq. (2) there are orthonormal Tchebichef polynomials \( t_x(i) \) and \( t_y(j) \). Where degrees \( x \) and \( y \) can be defined in the discrete domain of \( 0, 1, \ldots, 7 \) which can be written in Eq. (3).

\[
t_x(i) = (\alpha_1 i + \alpha_2) t_{u-1}(i) + \alpha_3 t_{x-2}(i)
\]

(3)

Where \( x \in [2, 3, \ldots, 7] \); \( x = 0 \) is defined on Eq. (4) and \( x = 1 \) is defined in Eq. (5); Coefficient \( \alpha_1 \) is defined in Eq. (6), \( \alpha_2 \) is defined in Eq. (7), and \( \alpha_3 \) is defined in Eq. (8).

\[
t_0(i) = \frac{1}{\sqrt{8}}
\]

(4)

\[
t_4(i) = 2i + 1 - 8\sqrt{\frac{3}{8(8^2 - 1)}}
\]

(5)

\[
\alpha_1 = \frac{2}{x} \sqrt{\frac{4x^2 - 1}{8^2 - x^2}}
\]

(6)

\[
\alpha_2 = \frac{1}{x} \sqrt{\frac{4x^2 - 1}{8^2 - x^2}}
\]

(7)

\[
\alpha_3 = \frac{x - 1}{x} \sqrt{\frac{2x + 1}{2x - 3} \sqrt{\frac{8^2 - (8 - 1)^2}{8^2 - x^2}}}
\]

(8)

Whereas to inverse DTT, formula (9) can be used.

\[
S_{(i,j)} = \sum_{i=0}^{7} \sum_{j=0}^{7} T_{xy}t_x(i)t_y(j)
\]

(9)

2.2 Singular value decomposition (SVD)

SVD is a transformation formula that functions to decompose an image matrix or pattern recognition into two orthogonal matrices and a singular matrix [7], [34]. In general, the SVD formula is written in Eq. (10).

\[
M = USV^T
\]

(10)

Where \( U, V \) are orthogonal matrices with dimensions \( N \times N \); \( S \) is a singular matrix; \( T \) is transpose; \( M \) is an image matrix with dimensions \( N \times N \), so it can be described as in Eq. (10).

\[
\begin{bmatrix}
s_0 \\
s_1 \\
\vdots \\
s_{N-1}
\end{bmatrix} = \begin{bmatrix}
u_0, u_1, \ldots, u_{N-1} \\
v_0, v_1, \ldots, v_{N-1}
\end{bmatrix}^T
\]

(10)

Where \( x \) is the rank of \( M \); \( u_x \) and \( v_x \) are right and left column vectors of the singular vector \( M \), each of which satisfies Eq. (11).

\[
U^TU = V^TV = I
\]

(11)

Where \( I \) is the identity matrix.

In watermarking images, after the image matrix is decomposed using SVD, watermarks are generally embedded in a singular matrix. This matrix was chosen so that the watermark is resistant to various attacks, especially signal processing and geometry attacks [4, 13, 14]. If the watermark is embedded in the orthogonal matrix the imperceptibility can increase but is weak against attack or manipulation [34]. SVD also has several characteristics, namely, the singular value will be able to survive when there is a deviation, the main property, and image appearance are represented by a singular matrix, the light intensity in its value is determined by the singular matrix, while the geometry value is determined by the orthogonal matrix [35].

2.3 Arnold transform

One of image scrambling technique is Arnold transform. The scrambling process is done with Arnold’s chaotic map. The results of the scrambling process can change the semantic characteristics of the image so as to increase the security effect [14, 23]. Although the semantic characteristics change, the histogram is the same as the original image. Arnold transform is also called an image encryption technique that is sensitive to initial values and resistant to differential attacks [36, 37]. In general, Arnold transform is mostly done on two-dimensional matrices that are defined as in Eq. (12).

\[
\begin{bmatrix} i' \\ j'
\end{bmatrix} = \begin{bmatrix} 1 & p \\ q & pq + 1
\end{bmatrix} \begin{bmatrix} i \\ j
\end{bmatrix} \mod M
\]

(12)

Where \( p \) and \( q \) are positive integers, \( i \) and \( j \) are the designated pixel coordinates, \( M \) is the dimension of height or width of the matrix, where the width and height of the matrix are the same. Eq. (12) will be carried out in an iteration process called the Arnold
period, wherein the scrambling process can be done based on certain Arnold periods that can be determined\[38\]. Whereas to inverse Arnold transform can use the notation (13). In the inverse Arnold transforms, process must use the same number of iterations.

\[
\begin{bmatrix} i \\ j \end{bmatrix} = \begin{bmatrix} 1 & p \\ q & pq + 1 \end{bmatrix}^{-1} \begin{bmatrix} i' \\ j' \end{bmatrix} \mod M \tag{13}
\]

In general, Arnold transform is carried out on a watermark image, before it is embedded in a Cover image. But in this research Arnold transform was carried out on the cover image with the aim of watermark embedding techniques that spread throughout the entire image randomly. This is done with the aim of replacing the pseudo-random generator function in the spread spectrum technique to increase the imperceptibility and security of the watermark\[26\].

3. Proposed method

3.1 Watermark embedding procedure

In the process of embedding a watermark, there are three things that must be inputted, namely the cover image, the watermark image or copyright and the key to the scrambling process using Arnold transform. While the output produced is a watermarked image, the details are explained in the following steps:

Step 1: Read the key (k) and original cover image (C), then scramble the original cover image based on the key. Where the key will be processed to determine the value of p and q in accordance with Eq. (12) and determine the Arnold period. The result in this step is the scrambled cover image (S).

Step 2: Break the S matrix in small 8x8 non-overlapping dimensions.

Step 3: Transform the Tchebichef forward on each block using formula (2).

Step 4: Take the coefficient (0,0) on each block. This coefficient is chosen to get robustness in the watermark. For the record, the coefficient (0,0) has an identical character with a DC coefficient on the DCT.

Step 5: Collect coefficients (0,0), become a matrix (Z), then decompose the matrix using SVD transformations. Then the \( U_z, V_z \) and \( S_z \) matrices will be generated.

Step 6: On the other hand, read the watermark image (W), then do an SVD transformation to decompose the watermark image. Then the resulting matrix \( U_w, V_w \) dan \( S_w \).

Step 7: Embed \( S_w \) to \( S_z \) by multiplying the value of \( S_w \) with a certain weight (\( \alpha \)), then adding it to \( S_z \) so that it produces \( S_m \). Where this weight is sensitive to the level of imperceptibility and robustness.

Step 8: Get the modified Z matrix (Z') with the inverse SVD on the Z matrix whose singular value has been replaced with \( S_m \).

Figure 1 Watermark embedding procedure

Step 9: Take each cell from the $Z'$ matrix, then place it back on the coefficient (0,0) of each block.

Step 10: Perform the Tchebichef inverse transformation to get the watermarked image ($X$).

Step 11: descramble the $X$ image with Eq. (13) based on $k$.

To understand more clearly can see Fig. 1.

3.2 Watermark extraction procedure

Whereas the watermark extraction in detail is explained in the following steps:

Step 1: Read the watermarked image ($X$), the original cover image ($C$), and the key ($k$), then scramble the matrix $X$ and $C$ based on the key. The results in this step are scrambled cover image ($S$) and scrambled watermarked image ($S_x$).

Step 2: Break the $S$ matrix in small blocks of 8x8 non-overlapping dimensions, also do the $S_x$ matrix.

Step 3: Transform the Tchebichef forward for each block using Eq. (2).

Step 4: Take the coefficients (0,0) for each block, then collect the coefficients on the $Z$ matrix for $S$ and $Z_x$ matrix for $S_x$.

Step 5: Perform matrix decomposition using SVD transforms. Then the $U_z$, $V_z$ and $S_z$ matrices for the $Z$ matrix and $U_{zx}$, $V_{zx}$ and $S_{zx}$ for the $Z_x$ matrix will be generated.

Step 6: Extract the watermark by subtracting the value of $S_{zx}$ with $S_z$, then dividing it by the same weight ($\alpha$) value as the embed process, so that it produces $S_{wx}$.

Step 7: Read the watermark image ($W$), then do an SVD transformation, then a matrix is produced $U_w$, $V_w$ and $S_w$ matrices.

Step 8: Perform an inverse SVD with the $U_w$, $V_w$ and $S_{wx}$ matrices to get the recover watermark image.

To understand more clearly can see Fig. 2.

4. Results and Discussion

In this section, the method described in the previous section is implemented. The results of the implementation of the proposed method are measured with standard measuring instruments such as MSE, PSNR, and SSIM, to determine the visual quality of the watermarked image. Meanwhile, to know the robustness performance is measured by NC as a measurement tool. In order to be compared with the previous method, a standardized test image is used, the image is presented in Fig. 3. This image is used as a cover image, where the image has 512x512 dimension specifications with a depth of 8 bits. In Fig. 3 also presented a binary image as a 64x64 watermark.

Next, watermark embed on the cover image is done, so that the resulting watermarked image is presented in Fig. 4.
It can be seen that the results obtained by the naked eye have no difference. This is called imperceptibility, where embedded watermarks cannot be perceived by the human sense of sight. Other terms also say that watermarks are invisible. But visual assessment is certainly not enough, standard measurements with numerical results are needed to determine the quality of visual watermarked images. Where the visual quality is measured using MSE generated from the difference between the original cover image and the watermarked image that can be calculated by the formula (14). It also measured the value of PSNR generated from the MSE logarithm value, PSNR can be calculated by the formula (15). The last measurement is to use SSIM, which is the difference between the calculation of intensity, contrast and the structure of the difference between the original cover image with a watermarked image, which can be measured by formula (16).

$\text{MSE} = \frac{1}{w \times h} \sum_{m=1}^{w} \sum_{n=1}^{h} ||X(m,n) - C(m,n)||^2$ \hspace{1cm} (14)

$\text{PSNR} (\text{dB}) = 10 \times \log 10 \left( \frac{255^2}{\text{MSE}} \right)$ \hspace{1cm} (15)

$\text{SSIM} (X, C)$

$$= \frac{(2\mu_X \mu_C + v_1)(2\sigma_XC + v_2)}{(\mu_X^2 + \mu_C^2 + v_1)(\sigma_X^2 + \sigma_C^2 + v_2)}$$ \hspace{1cm} (16)

$X$ is a watermarked image; $C$ is an original cover image; $w$ and $h$ are the image dimension; $m, n$ are pixel locations; $\mu_X$ is mean of the $X$; $\mu_C$ is mean of the $C$; $\sigma_{XC}$ is the covariance $X$ against $C$; $\sigma_{C}^2$ is a variant of $X$; $\sigma_{C}^2$ is a variant of $C$; $v_1 = (l_1 D)^2$ and $v_2 = (l_2 D)^2$; $D$ is a dynamic range ($2^{\text{bits}} - 1$) with the default value $l_1 = 0.01$ dan $l_2 = 0.03$.

The next test is the robustness of the watermark. A watermarking method will not work well if only one aspect is fulfilled. The imperceptibility, robustness and security aspects must be fully fulfilled. Especially in the aspect of robustness, it becomes very important because this aspect serves to provide copyright protection. To test robustness in this study, several manipulations or attacks are described in Table 2. Manipulation is done on watermarked images, samples of the results of manipulations of watermarked images are presented in Fig. 5.

After manipulating the watermarked image, a watermark extraction test is performed. This test aims to determine whether the embedded watermark can still survive the given manipulation. The results of watermark extraction can be seen in Table 3.

The results presented in Table 3 show that most of the watermark can still be extracted, the following pattern and shape can still be recognized. The proposed method, which is a combination of discrete

<table>
<thead>
<tr>
<th>Image</th>
<th>MSE</th>
<th>PSNR</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baboon</td>
<td>1.7920</td>
<td>45.5974</td>
<td>0.9991</td>
</tr>
<tr>
<td>Couple</td>
<td>1.8444</td>
<td>45.4723</td>
<td>0.9980</td>
</tr>
<tr>
<td>Lake</td>
<td>1.9512</td>
<td>45.2278</td>
<td>0.9986</td>
</tr>
<tr>
<td>Lena</td>
<td>1.9541</td>
<td>45.2213</td>
<td>0.9985</td>
</tr>
<tr>
<td>Peppers</td>
<td>1.8467</td>
<td>45.4669</td>
<td>0.9975</td>
</tr>
<tr>
<td>Pirate</td>
<td>1.9053</td>
<td>45.3312</td>
<td>0.9987</td>
</tr>
<tr>
<td>Average</td>
<td>1.8823</td>
<td>45.3862</td>
<td>0.9984</td>
</tr>
</tbody>
</table>

Table 1. Visual measurement of watermarked image results based on MSE, PSNR, and SSIM
Table 2. Attack description for robustness test

<table>
<thead>
<tr>
<th>Index of Attack</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Without attack</td>
</tr>
<tr>
<td>1</td>
<td>2×2 Median filtering</td>
</tr>
<tr>
<td>2</td>
<td>Rescaling (512 → 256 → 512)</td>
</tr>
<tr>
<td>3</td>
<td>Gamma correction (0.2)</td>
</tr>
<tr>
<td>4</td>
<td>270° rotation</td>
</tr>
<tr>
<td>5</td>
<td>Histogram equalization</td>
</tr>
<tr>
<td>6</td>
<td>JPEG Compression with Q=75</td>
</tr>
<tr>
<td>7</td>
<td>Salt and pepper 0.05</td>
</tr>
<tr>
<td>8</td>
<td>Cropping (20480 pixels)</td>
</tr>
<tr>
<td>9</td>
<td>Gaussian noise (0.02)</td>
</tr>
<tr>
<td>10</td>
<td>Blur Filter</td>
</tr>
<tr>
<td>11</td>
<td>Flip Columns</td>
</tr>
<tr>
<td>12</td>
<td>Flip Rows</td>
</tr>
</tbody>
</table>

Table 3. Extracted watermark results

<table>
<thead>
<tr>
<th>Index</th>
<th>Baboon</th>
<th>Couple</th>
<th>Lake</th>
<th>Lena</th>
<th>Peppers</th>
<th>Pirate</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure. 5 Display of the results of attacks that are applied from one of the cover images

tchebichef transform (DTT) and singular value decomposition (SVD), is a non-blind method that is robust but has a high imperceptibility quality. However, the contribution of the method to this research can be measured more clearly if compared with previous research. One of them is done by Ali et al. [39], in his research a combination of DCT and SVD methods is proposed for embedding watermarking, this combination of methods can produce high robustness and high enough imperceptibility. In his research also used Arnold transform which is imposed on the watermark image to improve security. It should be noted that the proposed method has a similarity, which used a combination of two transformations for the embedding process and Arnold transform. The difference between the DCT method is replaced with the DTT method, and Arnold transform implementation is not done on the watermark image but on the cover image.

Other research conducted by Tuncer and Kaya [22] uses the same dataset with the two-level wavelet
transformation method based on blocks combined with encryption methods to increase the security of the watermark, resulting in very high imperceptibility and security performance but robustness is still lacking. Then the proposed method can be used as an alternative method that can be chosen, as a comparison description of the proposed method with the previous method can be seen in Table 4.

It can be seen that based on the properties presented in Table 4, the two previous methods are balanced for comparison. Comparison of PSNR values presented can be seen in Table 5.

Based on Table 5, it appears that the proposed method has a better PSNR than the Ali et al [39], the imperceptibility value can be better because of the use of the Arnold transformation on the cover image, it aims to embed a spread watermark so as to increase imperceptibility and security. But the PSNR not better than the method proposed by Tuncer and Kaya [22]. As discussed earlier, in addition to imperceptibility watermark robustness is also required, the robustness can be measured by normalized correlation (NC), which can be calculated by the formula (17). The NC calculation results and comparison with the previous method are presented in Table 6 for extraction without manipulation and Table 7 for extraction by manipulation.

$$NC = \sum_{m=1}^{w} \sum_{n=1}^{h} \frac{W_{mn} \delta e_{mn}}{w \times h}$$ (17)

Where $w$ is original watermark image; $e$ is extracted watermark image.

Based on the results presented in Table 6 and Table 7, it appears that the proposed method can perfectly extract all watermarked images that have not been manipulated. Whereas after being manipulated the proposed method is superior to attacks that have indexes 1, 2, 6 and 7, while the method of Ali et al [39] is superior to attacks that have indexes 3, 4, 5, 11, and 12, for the Tuncer and Kaya [22] does not have the advantage in any attack but can extract watermarks perfectly on watermarked images that are not manipulated. In short, although the proposed method cannot have imperceptibility as well as the method in [22], the proposed method can provide an increase in PSNR value of about 3 dB when compared to the method in [39]. The robustness aspect is also maintained even though it has different advantages in the type of manipulation that is applied.

5. Conclusion

This research successfully combined two transformations i.e. DTT and SVD. The use of DTT was chosen as an alternative to DCT. DTT is known to have faster performance and computation compared to DCT but has identical advantages with

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cover</td>
<td>512×512</td>
<td>512×512</td>
<td>512×512</td>
</tr>
<tr>
<td>Image</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Watermark</td>
<td>32×32</td>
<td>64×64</td>
<td>64×64</td>
</tr>
<tr>
<td>Domain</td>
<td>Transform</td>
<td>Transform</td>
<td>Transform</td>
</tr>
<tr>
<td>Visual</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Logo</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Payload</td>
<td>0.0156</td>
<td>0.0156</td>
<td>0.0156</td>
</tr>
</tbody>
</table>

Table 5. Comparison PSNR values from several methods

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Baboon</td>
<td>40.03</td>
<td>62.94</td>
<td>45.60</td>
</tr>
<tr>
<td>Couple</td>
<td>42.01</td>
<td>67.07</td>
<td>45.47</td>
</tr>
<tr>
<td>Lake</td>
<td>40.00</td>
<td>64.38</td>
<td>45.23</td>
</tr>
<tr>
<td>Lena</td>
<td>44.02</td>
<td>66.20</td>
<td>45.22</td>
</tr>
<tr>
<td>Peppers</td>
<td>43.02</td>
<td>66.12</td>
<td>45.47</td>
</tr>
<tr>
<td>Pirate</td>
<td>45.02</td>
<td>64.24</td>
<td>45.33</td>
</tr>
<tr>
<td>Average</td>
<td>42.35</td>
<td>65.16</td>
<td>45.39</td>
</tr>
</tbody>
</table>

Table 6. Comparison of NC values without attack from several methods

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Baboon</td>
<td>0.9987</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>Couple</td>
<td>0.9076</td>
<td>0.5200</td>
<td>0.9895</td>
</tr>
<tr>
<td>Lake</td>
<td>0.9134</td>
<td>0.4600</td>
<td>0.9688</td>
</tr>
<tr>
<td>Lena</td>
<td>0.9973</td>
<td>0.6600</td>
<td>0.7136</td>
</tr>
<tr>
<td>Peppers</td>
<td>0.9988</td>
<td>0.5100</td>
<td>0.9382</td>
</tr>
<tr>
<td>Pirate</td>
<td>0.9982</td>
<td>0.6200</td>
<td>0.7639</td>
</tr>
<tr>
<td>Average</td>
<td>0.9574</td>
<td>0.4600</td>
<td>0.9981</td>
</tr>
<tr>
<td>0.8104</td>
<td>0.9492</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.7965</td>
<td>0.7218</td>
<td>0.9459</td>
<td></td>
</tr>
<tr>
<td>0.9332</td>
<td>0.9459</td>
<td>0.7965</td>
<td></td>
</tr>
<tr>
<td>0.5300</td>
<td>0.7707</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7. Comparison of NC values with attack from several methods
DCT. Whereas SVD has an advantage in a good decomposition process and is resistant to geometry and signal processing. These two transformations are combined with scramble embedding techniques using the Arnold transformation, which is used to increase the security of the watermark and visual output. Based on the results of tests that have been carried out the proposed watermarking method is proven to have good performance, where the visual quality is very good with PSNR values ranging from 45dB and SSIM averaging 0.998. The robustness test also shows that although the visual results are very good, it can be more integrated into some attack models compared to the previous method.

In the future this research can be developed by combining with several other transformation methods with more decomposition levels, it can also be combined with artificial intelligence methods for automating embedment parameters and optimizing results.

Acknowledgment

The authors would like to express very special thanks to the Ministry of Research, Technology and Higher Education Republic of Indonesia for providing financial support of this research project with letter number: 026/L6/AK/SP2H.1/PENELITIAN/2019.

References


[17] R. Noor, A. Khan, A. Sarfaraz, Z. Mehmoed,


[38] E. J. Kusuma, C. A. Sari, E. H. Rachmawanto, and D. R. I. M. Setiadi, “A Combination of
