A Prediction Technique for Heart Disease Based on Long Short Term Memory Recurrent Neural Network
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Abstract: In recent years, heart disease is one of the leading cause of death for both women and men. So, heart disease prediction is considered as a significant part in the clinical data analysis. Standard data mining techniques like Support Vector Machine (SVM), Naïve Bayes and other machine learning techniques used in the earlier research for heart disease prediction. These methods are not sufficient for effective heart disease prediction due to insufficient test data. In this research, Bi-directional Long Short Term Memory with Conditional Random Field (BiLSTM-CRF) has been proposed to increase the efficiency of heart disease prediction. The input medical data were analyzed in a bi-directional manner for effective analysis, and CRF provided the linear relationship between the features. The BiLSTM-CRF method has been tested on the Cleveland dataset to analyze the performance and compared with existing methods. The results showed that the proposed BiLSTM-CRF outperformed the existing methods in heart disease prediction. The average accuracy of the proposed BiLSTM-CRF is 90.04%, which is higher than the existing methods.
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1. Introduction

In the present decades, heart disease is the major cause of death for both women and men. Hence, an efficient heart disease prediction model creates awareness among patients to provide essential care [1]. Generally, the data mining techniques are used to find the relationship between the various factors and hidden information in the data [2]. Several machine learning techniques also applied to obtain considerable performance of heart disease prediction. Feature selection is an important part of heart disease prediction [3]. Methods with high precision and reliability provide more support to data in identifying prospective patients through accurate prediction. The SVM, neural networks, logistic regression, Naïve Bayes and clustering algorithm provide only considerable performance in disease prediction [4]. Additionally, the presence of uncertainty and missing data affects the performance of the prediction model [5].

Moreover, the huge volume of healthcare data increases the complexity, so method with high scalability is required to process the collected data [6]. Deep learning is a new technique in artificial intelligence and it has been applied in various fields for effective analysis. The deep learning techniques effectively speed up the process in handling the huge volume of data, that is higher than the other traditional machine learning algorithms like SVM, random forest, and naïve Bayes [7]. Besides, the optimization techniques such as Particle Swarm Optimization (PSO), Fruit Fly Optimization (FFO) etc. are applied in the medical data classification for feature optimization. These techniques do not provide the global optimum solution for the data classification [8-10]. To overcome this issue, a new prediction model named as BiLSTM-CRF is proposed in this research paper. The proposed BiLSTM-CRF method has the advantage of analysing the data in bi-directional and also analyse the linear relationship between the features that helps
to increase the performance of heart disease prediction.

This paper is arranged as follows, the Introduction is given in section 1, the Literature survey on recent heart disease prediction method is presented in section 2, the Proposed methodology is explained in section 3, the Experimental result is discussed in section 4 and the Conclusion is done in section 5.

2. Literature survey

Data mining techniques help to predict heart disease in patients using medical records. The latest researches on heart disease prediction using machine learning techniques are surveyed in this section.

J. Nahar, T. Imam, K.S. Tickle, and Y.P.P. Chen [11] tested the computational intelligent methods in the heart disease prediction using Cleveland dataset. This system analysed the capacity of expert judgment based on feature selection techniques and compared with the standard classification algorithms. The experimental outcome showed that the feature selection techniques effectively improve the performance of disease prediction. The feature selection techniques were combined with different classifiers to investigate the performance of computational intelligent methods, in that Naïve Bayes classifier showed promising results. The classifier cannot handle the conditional independence data that affect the posterior probability estimation.

M.Z. Alam, M.S. Rahman, and M.S. Rahman [12] developed a new feature ranking based method for medical data classification. In this literature, a new ranker algorithm was used to rank the features in the dataset and then the random forest classifier was applied in higher ranked feature for the heart disease prediction. This experiment was verified on the 10 different benchmark datasets including Cleveland. The simulation result showed that the developed system achieved better performance compared to the existing systems. In contrast, the developed feature ranking method doesn’t analyse the non-linear relationship among the features that affect the performance of prediction.

M.S. Amin, Y.K. Chiam, and K.D. Varathan [13] reviewed the existing methodologies for a significant feature selection and data mining techniques for heart disease prediction. The hybrid features were used to develop the predictive model and tested with seven classification methods including SVM, and Naïve Bayes. The heart disease data sets were collected from UCI Machine Learning Repository. The Cleveland dataset is the commonly used dataset for heart disease prediction. The nine significant features and the top three data mining techniques were identified by performing the experiment. In this research work, the classification was carried out with three limited features that may decrease the performance of heart disease prediction.

C.B.C. Latha, and S.C. Jeeva, [14] developed a new collaborative classification to increase the accuracy of prediction. The heart disease dataset was used to test the performance of the ensemble method and compared it with other methodologies. The developed method was also involved in analysing the stages of the disease. The result of the developed system showed that this method increased the performance of heart disease detection. In addition, the feature selection techniques were also utilized to increase the performance of prediction. But, this method has low interpretability and a linear relationship between the features that reduce the prediction accuracy.

S. Mohan, C. Thirumalai, and G. Srivastava, [15] involved in finding the significant features using machine learning techniques to increase the accuracy of heart disease prediction. The combination of features was applied in the standard classifiers to measure the performance of the prediction. The hybrid random forest with a linear model (HRFLM) provided higher accuracy in the heart disease prediction. In pre-processing, the multiclass variables and binary classification were applied in the attributes of the dataset to check the presence or absence of heart disease. The age is an important factor for heart disease prediction, which has been neglected in the paper.

From this literature survey, it is clear that the existing methods have some limitations. To address these limitations, a new deep learning-based approach is proposed to improve the performance of heart disease prediction.

3. Proposed method

The heart disease prediction has been carried out by many existing methods which are based on machine learning and clustering methods, but still those existing methods lack in efficiency. The objective of this research is to improve the efficiency of heart disease prediction using deep learning method (BiLSTM-CRF). The BiLSTM method analyses the data in two directional ways that tend to improve the performance of prediction. The CRF techniques have been used to provide the linear distribution of the output structure that helps LSTM to improve the accuracy. The LSTM is a deep learning method that analyses the data effectively and
BiLSTM consists of two LSTM layer to analyse the data from the past and future token context, sequentially. One-layer process the data from left to right and another vice versa. In each time step \( t \), a hidden forward layer contains hidden unit function \( h \), which is processed based on the previous state \( \tilde{h}_{t-1} \) with input data at current time step \( \tilde{h}_t \). The backward layer process the same hidden unit function based on future content \( \tilde{h}_{t+1} \) with current data. The forward and backward data representation combined into long vector.

Another widely used model in disease prediction is CRF, which is a discriminative graphical model that has a single log-linear distribution over structured output as a function of input data. The observed variable is denoted as \( X \) and the random variable is denoted as \( Y \). G is an undirected graph developed based on \( Y \) to show dependency between the vertices. CRF analyses the conditional probability of the output values \( y \in Y \) with input values \( x \in X \) that is proportional to the product of potential functions on cliques of the graphs, as shown in Eq. (2).

\[
p(y|x) = \frac{1}{Z_x} \prod_{s \in S(y,x)} \Phi_s(y_s, x_s) \tag{2}
\]

Where \( Z_x \) is denoted as a normalization factor of output values, \( S(y, x) \) is cliques set of \( G \), and \( s(y_s, x_s) \) is clique potential on clique \( s \). The BiLSTM-CRF model has a softmax with overall possible tag sequences, that delivers a probability for the sequence \( y \). The computation of the output sequence prediction is mathematically shown in Eq. (3).

\[
y^* = \arg \max_{y \in Y} \sigma(X, y) \tag{3}
\]

Where, \( \sigma(X, y) \) is indicated as score function, which is defined in Eq. (4).

\[
\sigma(X, y) = \sum_{i=0}^{n} A_{y_i,y_{i+1}} + \sum_{i=1}^{n} P_{y_i} \tag{4}
\]

Where, \( A \) is denoted as matrix of transition scores, \( A_{y_i,y_{i+1}} + 1 \) is indicated as the score of a transition from the tag of \( y_i \) to \( y_{i+1} \). The length of the sentence \( n \) with matrix scores \( P \) by the BiLSTM network, \( P_{y_i} \) is the score of the \( y_i \)th tag of the \( i \)th data.

In BiLSTM-CRF, the dropout technique is used after the input layer, in order to reduce the overfitting of the training data. This technique helps to prevent complex coadaptation on the training data. The experimental result of the proposed BiLSTM-CRF is presented in the next section.

3.1 Bi-direction long short term memory - conditional random field

The Bi-LSTM is a deep learning model, which analyse the data in the forward and backward manner to reduce the error in classification. The CRF is applied in the Bi-LSTM for the sequence learning. The Bi-LSTM consists of a forward and backward layer to analyse the information from the data as well as tokens. LSTM is a type of Recurrent Neural Network (RNN), which has the capacity to store the most relevant information. The explanation about RNN, LSTM, BiLSTM and Bi-LSTM-CRF is given in the below section.

RNN is a class of artificial neural model that has the connections between the units to create a directed cycle. The arbitrary embedding sequences \( x = (x_1, \ldots, x_T) \) is used as input and exhibit the dynamic temporal behaviour based on the internal memory network. This network consists of hidden unit \( h \), output layer \( y \) and the last time step \( T \) and it also represents the length of input data in the sequence learning model. For every time step \( t \), RNN computes the hidden states \( h_t \) based on previous step \( h_{t-1} \) and the input data of current step \( x_t \) is mathematically shown in Eq. (1).

\[
h_t = g(Ux_t + Wh_{t-1}) \tag{1}
\]

Where, \( U \) and \( W \) denote weight matrices of the network; \( g(.) \) is a non-linear activation function or element-wise logistic sigmoid function [16]. The output time step \( t \) is computed as \( y_t = \text{softmax}(Vh_t) \), where \( V \) is another weighted parameter. LSTM is a type of RNN, which is developed to solve the gradient vanishing problem. The LSTM is developed with two gates i.e., an input gate \( i_t \) and output gate \( o_t \) with the cell activation vector \( c_t \).
4. Experimental results

Usually, the heart disease prediction model analyses various factors of the patient to predict the risk of heart disease. The BiLSTM method analyses various features in the collected dataset to predict heart disease. Generally, the deep learning techniques are applied in several research fields to increase accuracy of prediction and classification. In this work, a new deep learning method (BiLSTM–CRF) has been proposed for the heart disease prediction. Here, the BiLSTM–CRF method has been compared with a few standard data mining techniques. This section provides a detailed information about the experimental results of the BiLSTM–CRF approach. In this work, python software is used for simulation with Intel i7 processor, 8GB of RAM, and 500 GB hard disk.

4.1 Dataset

In this research, Cleveland dataset (UCI machine repository) is utilized to evaluate the performance of the BiLSTM–CRF method for heart disease prediction. This dataset contains 303 medical records with 76 attributes [17]. The Cleveland dataset has an attribute named “num” to analyze the heart disease diagnosis in patients on different scales, which ranges from 0 to 4. The value 0 represents that there is no heart disease present in the patients and the value from 1 to 4 states the severity of heart disease. In recent years, many studies have been carried out on the Cleveland dataset for heart disease prediction [11 –15]. The BiLSTM–CRF method is compared with previous researches in order to show the superiority of the proposed work. Additinally, the BiLSTM–CRF method is analysed with other datasets like Cleveland, Hungary, Switzerland, etc.

4.2 Parameter setting

In this research, 10-fold cross validation is used to test the performance of the proposed and existing methods. The dataset is divided into 10 sets in that nine sets are used for training and one set is applied for testing, and the iteration is set at 10.

4.3 Performance metric

In this research study, five performance metrics such as, accuracy, precision, f-measure, sensitivity and specificity have been used to evaluate the performance of the proposed and existing methods. Precision is defined as the fraction of correct instance between selected instances. The F-measure provides the mean value between precision and recall, where recall is the measure of selected correct instance among total instances. Accuracy is the measure of trueness in the prediction instance, which provides the correctness of the prediction. The formulas of precision, recall, and accuracy are given in the Eq. (5), (6), and (7).

\[
\text{Precision} = \frac{TP}{TP+FP} \tag{5}
\]

\[
F – \text{measure} = \frac{2TP}{2TP+FP+FN} \tag{6}
\]

\[
\text{Accuracy} = \frac{TP+TN}{n} \tag{7}
\]

In addition, sensitivity measures the proportion of actual positive and the specificity measures the proportion of actual negative. The formula of sensitivity and specificity is shown in Eq. (8) & (9) respectively.

\[
\text{Sensitivity} = \frac{TP}{TP+FN} \tag{8}
\]

\[
\text{Specificity} = \frac{TN}{TN+FP} \tag{9}
\]

Where, TP represents true positive, TN is true negative, n is the total number of instances, FP is denoted as false positive and FN indicates as false negative.

4.4 Performance analysis

The proposed method (BiLSTM–CRF) tested on Cleveland dataset in light of precision, f-measure, and accuracy. In addition, the BiLSTM–CRF method is compared with the standard data mining techniques [13-15] in heart disease prediction for evaluating the effectiveness of the proposed work.

In the table 1, the performance of the proposed method (BiLSTM-CRF) compared to existing data mining techniques by means of accuracy. It shows

<table>
<thead>
<tr>
<th>Technique</th>
<th>Average Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vote [13]</td>
<td>78.2</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>78.2</td>
</tr>
<tr>
<td>Support Vector Machine (SVM)</td>
<td>78.15</td>
</tr>
<tr>
<td>Logistic Regression (LR)</td>
<td>78.03</td>
</tr>
<tr>
<td>Neural Network</td>
<td>75.18</td>
</tr>
<tr>
<td>k–NN</td>
<td>63.5</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>63.5</td>
</tr>
<tr>
<td>Bagging Naïve Bayes [14]</td>
<td>84.16</td>
</tr>
<tr>
<td>Boosting in Naïve Bayes [14]</td>
<td>84.16</td>
</tr>
<tr>
<td>HRFLM [15]</td>
<td>88.4</td>
</tr>
<tr>
<td>BiLSTM-CRF</td>
<td>90.04</td>
</tr>
</tbody>
</table>
that the proposed method (BiLSTM-CRF) achieved high accuracy compared to other techniques. The Vote [13] and HRFLM [15] attained high performance related to standard data mining schemes. The boosting and bagging methods applied in the Naïve Bayes classifier that showed considerable performance [14].

The proposed BiLSTM-CRF method has an average accuracy of 90.04%, while the existing method HRFLM [15] has an average accuracy of 88.4%. The relationship between the features is limited at certain aspects, which is considered as the drawback of HRFLM. In HRFLM, the age factor is neglected at the feature selection that is essential in heart disease prediction. The proposed method uses an age factor as features until the hidden relationship is analysed at both directions. The BiLSTM – CRF can effectively analysis features in both directions. In addition, CRF is applied to represent the linear relationship of the outcome that helps to increase the performance of the proposed method.

The precision value of the existing and proposed method in the heart disease prediction is shown in Fig. 2. The proposed BiLSTM–CRF method shows a higher precision value compared to other existing methods. The proposed BiLSTM-CRF method has the advantage of bi-directional data analysis and the CRF provides the linear relationship between the attributes. This tends to improve the performance of the proposed BiLSTM-CRF method. The proposed BiLSTM-CRF method has a precision value of 91.6 %, while existing HRFLM [15] method has a precision value of 90.1 %. From the standard data mining techniques, it is shown that the Naïve Bayes has higher performance in the prediction.

The f-measure value of the existing and proposed method in the heart disease prediction is shown in Fig. 3. The proposed BiLSTM-CRF method attained a higher f-measure compared to other existing methods. The f-measure value of the BiLSTM-CRF is 91.78%, while the existing methodology (HRFLM) has the f-measure value of 90%. Compared to the standard data mining techniques, the Naïve Bayes method has a higher F-measure value of 80.25%. The deep learning methods can effectively analyse the features in the dataset as the proposed method analyzes the data in a bidirectional manner. The proposed BiLSTM–CRF method effectively analyses the relationship between the data attributes.

Fig. 4 represents the comparison of the accuracy achieved by each technique. The proposed BiLSTM-CRF method attained the highest accuracy compared to other existing methods. The proposed method has an accuracy of 92.46 %, while existing Vote method has an accuracy of 86.2 %. The proposed method attained high performance, because the data are analyzed in two directions that effectively provides the information between the data. The CRF method provides a linear relationship between the aspects and output.
Figure 3 F-Measure value of various data mining techniques in Cleveland dataset

Figure 4 Highest accuracy achieved by data mining techniques
Fig. 5 represents a graphical depiction of proposed and existing methodologies in terms of precision. The proposed method has the highest precision of 96.4% and the second-highest precision is achieved by Decision tree and k-NN of 95%. Though, the average precision value of the decision tree and k-NN classifier are minimum compared to other existing methods. The proposed BiLSTM-CRF method has a higher precision value than other existing methods.

The highest f-measure value of existing data mining techniques and the proposed method is shown in Fig. 6. The BiLSTM-CRF method has achieved the highest f-measure value related to other methods. The proposed BiLSTM-CRF method has the f-measure of 93.47%, while the existing method has the f-measure of 84.41%. The proposed BiLSTM-CRF method analyzes the data in two directional ways and provides the linear relationship between the attributes. So, the proposed BiLSTM-CRF attained higher performance compared to existing methods.

4.5 Performance Analysis on the various datasets

In addition, the proposed BiLSTM-CRF method is tested on other datasets like Cleveland, Hungary, Switzerland and VA Long Beach. The average result of the proposed BiLSTM-CRF method on other datasets is shown in Table 2. The proposed BiLSTM-CRF method attained better performance compared to other methods, because it can analyse the data in two directions and also represents the linear relationship between the extracted features.

5. Conclusion

Heart disease is the leading cause of death for both women and men, so it requires an effective prediction technique for early diagnosis. Several data mining and machine learning techniques have been developed to improve the performance of the prediction. This research aimed to improve the performance of heart disease prediction using the BiLSTM-CRF model. The developed model attained highest precision value compared to other data mining techniques, because the proposed model can analyse data in a bi-directional manner and also investigates the linear relationship between the extracted features. In this work, the Cleveland dataset is used to test the performance of the proposed and other existing techniques. The comparison result showed that the proposed BiLSTM–CRF method attained high performance than the existing methods.

The proposed method achieved the classification accuracy of 90.04%, which is high compared to other techniques. In future optimization techniques can be included for further improvement in the performance of prediction.
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