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Abstract: In this article, we introduce novel features for Arabic Named Entity Recognition (NER) based on Latent Dirichlet Allocation (LDA), a widely used topic modeling technique. We investigate and analyze three different approaches for utilizing LDA, including two newly proposed ones, namely Topical Prototypes approach and Topical Word Embeddings approach. Our Experiments show that each of the presented approaches improves the baseline features, among which the Word-Class LDA approach performs the best. Moreover, the combination of these topic modeling approaches provides additive improvements, outperforming traditional word representations as Skip-gram word embeddings and Brown Clustering. The proposed LDA-based features, learned in an unsupervised way, are fully language-independent and have proven to be very effective to enrich and boost NER models for Arabic, a morphologically rich language.
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1. Introduction

Generally, a supervised Named Entity Recognition (NER) model needs huge amounts of manually annotated data and an appropriate feature set in order to achieve good performance. Since the creation of very large annotated corpora is a fastidious task and will need much time and resources, recent research has focused on taking advantage of large-scale unlabeled text data, freely available, to learn word representations in an unsupervised way and exploit it as features to boost supervised NER systems [1].

There are two major categories of word representations: word clusters (WC) and word embeddings (WE). Word clusters are groups of words which ideally include semantically similar words. A typical algorithm to induce WC is Brown clustering (BC) [2]. Brown clusters were successfully applied in semi-supervised NER [3]. More recently, the focus has switched to word embeddings, a new type of word representations. Word embeddings are continuous, real-valued and finite dimensional vector representations of words. Typically, WE can be induced from massive unlabeled text corpora through two main approaches: neural network based models (e.g., Skip-gram and CBOW models) and matrix factorization models (e.g., Canonical Correlation Analysis and Principal Component Analysis). Word embeddings were also successfully applied in semi-supervised NER [4].

Another interesting way to exploit large unlabeled text data is Distributional Semantic Models (DSM). DSMs are based upon the distributional hypothesis [5] which assumes that “You shall know a word by the company it keeps.”. In other words, we can determine the meaning of a token using the words in the context of which it often occurs. These models are high-dimensional vector representations of word meanings obtained by automatically collecting word-context co-occurrence statistics for each word in a corpus of textual data.

DSMs can be broadly subdivided into two families, context word methods and context region methods [6].
The context word methods use only a short context within a moving window nearby the word to induce its semantics. Typically, this short context is defined only by words surrounding the processed word. HAL [7] and BEAGLE [8] are examples of context word models.

The context region models use the whole document in which a word occurs as the context to learn its semantics. This large context can range from a sentence or a paragraph to an entire text corpus. Latent Semantic Analysis (LSA) [9] and Latent Dirichlet Allocation (LDA) [10] are typical examples of context region models.

In the present paper, we are interested in using LDA, the state-of-the-art probabilistic topic modeling technique, as features to boost supervised NER models. We chose Arabic, a highly agglutinative and inflectional language which suffers from data sparseness as the target language of our study.

In previous works, LDA was included as features mainly in two ways: (i) the direct use of a topic probability for the classifier [11], (ii) as word class clusters induced via soft clustering [12].

In our study, we propose two novel approaches for utilizing topic models as features, namely Topical Word Embeddings (TWE) features, and Topical Prototypes (TP) features. We carefully investigate their impact on the Arabic NER task and analyze if the proposed approaches are complementary to each other or not. Moreover, we also compare these LDA features with two traditional word representations: Brown clustering and Skip-gram word embeddings.

Section 2 provides a review of the earlier work about NER and the use of LDA-based features. Section 3 outlines the three approaches for utilizing topic modeling features that we choose to investigate in our study. In Section 4, we report the experiments and also show and discuss our results.

2. Related work

A myriad of Machine Learning (ML) algorithms has been applied to the NER task. The most commonly used ones are Conditional Random Field (CRF), Support Vector Machine (SVM), and Perceptron. Nevertheless, the performance of these models heavily relies on hand-crafted features, which is often challenging and time consuming to develop and maintain and require a lot of domain knowledge expertise.

Recently, Neural Networks (NNs) have been shown to be very effective for linguistic sequence labeling tasks, such as NER. In contrast with traditional ML approaches, NNs have the ability to extract effective features automatically from the training dataset without the need of human intervention, instead of relying on handcrafted features. A wide variety of neural network architectures have previously been proposed for NER. For instance, Collobert et al. [13] designed a Convolutional Neural Networks (CNNs) with a CRF output layer and achieved very promising results on various sequence tagging tasks such as POS tagging, chunking (CHUNK), NER and semantic role labeling (SRL). One major contribution of Collobert’s work is to create a system that automatically learned internal representations from a huge amount of unlabeled corpora that can be efficiently exploited by all NLP tasks without the use of any task-specific engineering. Huang et al. [14] introduced Long Short-Term Memory (LSTM) based architectures for sequence tagging composed of a bidirectional LSTM (BiLSTM) and a CRF prediction layer (BiLSTM-CRF). Their system was robust and had less dependence on word representations but hinged on handcrafted spelling features to achieve state-of-the-art accuracy on POS, CHUNK and NER benchmarks. Inspired by [13], Chiu and Nichols [15] proposed a hybrid architecture that combines bidirectional LSTM and CNNs to model both character- and word-level features. They evaluated their model on CoNLL-2003 and OntoNotes 5.0 NER datasets and presented competitive results using capitalization, suffix, POS tags, and lexicon features. One limitation of this work is that it used task-specific special features to improve their results.

One of the first truly end-to-end neural network system was introduced by Lample et al. [16]. It was quite similar to [14] but without the use of any man-made spelling features. Their BiLSTM-CRF model relied on character-based and word representations with dropout regularization to obtain state-of-the-art performance in four languages, namely English, German, Polish, Dutch, and Spanish. Ma and Hovy [17] employed CNNs instead of LSTMs to create character-level representation in an end-to-end BiLSTM-CNNs-CRF architecture and achieved state-of-the-art performance on POS tagging and CoNLL NER without any data preprocessing or feature engineering. Yang et al. [18] presented a neural architecture similar to the one in [16] but replaced LSTM with Gated Recurrent Unit (GRU) network. Their model employed a hierarchical GRU to encode both word-level and character-level embeddings and obtained state-of-the-art results on POS tagging, chunking, and NER, in multiple languages.
More recently, Strubell et al. [19] proposed Iterated Dilated Convolutional Neural Networks (ID-CNNs) as a faster alternative to Bi-LSTMs for sequence labeling. While the popular Recurrent Neural Networks (RNNs) like LSTMs and GRUs are expressive and accurate, they did not fully exploit GPU parallelism opportunities, and thus their speed and computational efficiency are limited. Rather, ID-CNNs have clear computational advantages since they efficiently use the GPU parallel computation and minimize the training and testing time. Their ID-CNNs-CRF proposed model was 14 times faster than the Bi-LSTM-CRF at test time while retaining comparable accuracy. Moreover, Aguilar et al. [20] presented a novel multi-task approach to tackle the challenging task of NER for social media data. They adopted a neural network architecture composed of a CNNs component to capture orthographic features at the character level and a BiLSTM component to learning contextual and syntactical information at the word level. Once trained, the NN was used as a feature extractor to feed a CRF classifier. Their model obtained the first position in the 3rd Workshop on Noisy User-generated Text (WNUT-2017) with an entity F1-score of 41.86% and a surface F1-score of 40.24%.

Concerning topic modeling, very few works have explored the effect of topic modeling on the NER task. Chrupala [12] proposed the use of Latent Dirichlet Allocation in order to induce soft, probabilistic word classes and have shown that plugging automatically and efficiently induced LDA word class features to NER task can achieve better results in comparison with Brown clustering while scaling linearly with the number of classes. In the same way, as in [12], Tkachenko and Simanovsky [21] applied LDA to create word class features and compare them with various features on three well known English benchmarks: OntoNotes version 4, CoNLL 2003, and NLPBA 2004 dataset. Similarly, the same approach was successfully used with Mongolian NER [22].

In [11], Konkol and colleagues introduced new features specific for NER based on latent semantics. LDA are among these new features. They incorporated LDA directly as a feature to the classifier using the topic’s probability and also explored the effect of stemming a preprocessing step for LDA. Their experiments have shown that LDA feature improved the baseline for all the four languages: English, Spanish, Dutch and Czech and that the use of stemming was more helpful for highly inflectional languages like Czech. Surprisingly, the best LDA results were achieved using smaller values of topics: 20 topics for stem based LDA and 50 topics for word based LDA.

On Social Media for English, Ritter et al. [23] introduced a novel approach to distant supervision using topic models. They applied LabeledLDA [24] as a distant supervision approach based on Freebase dictionaries to label named entities in twitter text and obtained 25% increase in the F1 measure over co-training approach. More recently, Jansson and Liu [25] explored a new approach that combines Deep Learning (DL) with LDA topic modeling. DL architecture was composed of two-layer bidirectional LSTM and a CRF output layer, while the online LDA method was applied to generate a topic representation for each tweet which was used as features for the DL model.

As far as we are aware, this is the first work that uses LDA in the context of Arabic NER.

3. Approaches for utilizing topic modeling features

This section describes the three proposed approaches of including LDA as feature to the Arabic NER task that we investigated in this paper.

3.1 Word-class LDA

Latent Dirichlet Allocation was initially suggested by Blei et al. [10] for topic modeling. The idea behind LDA is to find coherent topics shared among subsets of a collection of documents. LDA is a generative probabilistic model which induces a group of hidden topics. Each topic is described by a multinomial distribution over word types in the corpus. The graphical representation of LDA is presented in plate notation in Fig. 1.

For each document d in a corpus D and K latent topics, the generative process of the LDA model is formalized as follows:

$$
\phi_k \sim \text{Dirichlet}(\beta), \quad k \in [1, K] \\
\theta_d \sim \text{Dirichlet}(\alpha), \quad d \in [1, D] \\
Z_{nd} \sim \text{Multinomial}(\theta_d), \quad n_d \in [1, N_d] \\
W_{nd} \sim \text{Multinomial} \left( \phi_{Z_{nd}} \right), \quad n_d \in [1, N_d]
$$

The random variable $$\phi_k$$ represents probabilities of words in topic k. The variable $$\theta_d$$ represents probabilities distribution over topics for document d. the parameters $$\alpha$$ and $$\beta$$ are hyper parameters of the Dirichlet distributions, where $$\alpha$$ represents the prior weight related to document-topic density and $$\beta$$
represents the prior weight related to topic-word density. The variable \( Z_{nd} \) is the topic assignment for word \( n \) in the document \( d \). The variable \( W_{nd} \) is the observed word for position \( n \) in the document \( d \).

Chrupala [12] proposed a probabilistic soft word-class model which is based on LDA where each word type is associated with a probabilities distribution over latent word classes and each class is a distribution over contextually co-occurring features. A direct mapping between the standard LDA and the Word-Class LDA model initiated by Chrupala can be shown in table 1.

He interprets the generative process of the standard LDA topic model presented in Eq. (1) as follows:

- \( K \): number of latent word classes,
- \( D \): size of the vocabulary,
- \( N_d \): number of right and left contexts in which word token \( d \) occurs,
- \( Z_{nd} \): class assigned to word token \( d \) in the \( n \)th context,
- \( W_{nd} \): \( n \)th context feature of word token \( d \).

For the learning of the LDA model, he uses Gibbs Sampling method to estimate two sets of word representations: the \( \theta_d \) parameters represent the word class probability distribution given a word token, while the \( \varphi_n \) represent the feature distribution given a word class. Thus this soft word-class model is a more expressive representation than hard word clustering:

(i) Soft LDA-based clustering can successfully model shared ambiguities,
(ii) It provides an additional source of external knowledge which helps find the class of a word based on its context,
(iii) It allows the expression of graded similarity between word types,
(iv) Training of soft LDA-based clustering is much faster in comparison with hard clustering approaches.

### 3.2 Topical word embeddings

Topical Word Embeddings is a multi-prototype word embedding framework introduced by Liu et al. [26] which uses topic modeling to learn embeddings based on both words and their topics. This allows for each word to have different embeddings under different topics in contrast with a typical word embeddings where we represent each word by a single vector.

TWE performs LDA with Gibbs Sampling to obtain word topics: given a sequence of words \( D = \{w_1, ..., w_M\} \), each word token \( w_i \) is assigned into a specific topic \( z_i \) and the word-topic pair \( < w_i, z_i > \) is used to learn topical word embeddings. Liu et al. extended the popular word embedding Skip-gram [27] to implements TWE models. They proposed three TWE models to induce topical word vectors: TWE-1, TWE-2 and TWE-3.

**TWE-1.** Each topic is considered as a pseudo word, and we learn topic representations and word representations separately and simultaneously, then we build topical word embeddings of \( < w_i, z_i > \) by concatenating the embedding of \( w_i \) and \( z_i \).

**TWE-2.** We consider each word-topic pair \( < w_i, z_i > \) as a pseudo word and induce topical word embeddings directly as a unique vector. Each word-topic pair can have their own parameters.

**TWE-3.** Similar to TWE-1, we have distinct vectors for each word and each topic, but the length of word vectors and topic vectors are not necessarily the same. The embedding of each word-topic pair is built using the concatenation of the corresponding word vector and the topic vector, for learning. The parameters of each word vector \( w_i \) and topic vector \( z_i \) are the same of all word-topic pairs.

The computational complexity of the TWE models is reported in table 2, where \( W \) is the vocabulary size, \( C \) the window size, \( M \) the corpus length, \( T \) the number of topics, \( K_w \) the word vectors

![Figure.1 Graphical model for LDA [12]](image)

**Table 1. LDA/Word-Class mapping**

<table>
<thead>
<tr>
<th>Standard LDA</th>
<th>Word-Class LDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Document</td>
<td>Word type</td>
</tr>
<tr>
<td>Word</td>
<td>Context feature</td>
</tr>
<tr>
<td>Topic</td>
<td>Word class</td>
</tr>
</tbody>
</table>
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length and \(K_T\) the topic vectors length. For Skip-Gram, TWE-1 and TWE-2: \(K_W = K_T = K\)

<table>
<thead>
<tr>
<th>Model</th>
<th>Model Parameters</th>
<th>Computational Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skip-Gram</td>
<td>WK</td>
<td>(CM(1 + \log W))</td>
</tr>
<tr>
<td>TWE-1</td>
<td>((W + T)K)</td>
<td>(IM + 2CM(1 + \log W))</td>
</tr>
<tr>
<td>TWE-2</td>
<td>WTK</td>
<td>(IM + CM(1 + \log WT))</td>
</tr>
<tr>
<td>TWE-3</td>
<td>WKW + TKT</td>
<td>(IM + CM(1 + \log WT))</td>
</tr>
</tbody>
</table>

Table 2. Model Complexities [26]

Table 3. AQMAR Arabic prototypes

<table>
<thead>
<tr>
<th>Entity Class</th>
<th>Prototypes</th>
</tr>
</thead>
<tbody>
<tr>
<td>B-LOC</td>
<td>أمريكا، مصر، القدس، دمشق، البرتغال</td>
</tr>
<tr>
<td>I-LOC</td>
<td>إفريقيا، المتحدة، إمارات، المدية، المغرب، رام الله</td>
</tr>
<tr>
<td>B-PER</td>
<td>محمد، لويس، راشد، رونالدو</td>
</tr>
<tr>
<td>I-PER</td>
<td>أبو طولون، بكر، عبد بن</td>
</tr>
<tr>
<td>B-ORG</td>
<td>ريال، إنتر، ريال مدريد، البرتغال، برشلونة</td>
</tr>
<tr>
<td>I-ORG</td>
<td>أيه، برشلونة، ميسي، ريال مدريد، ريال مدريد</td>
</tr>
<tr>
<td>B-MISC</td>
<td>المشابكة، الإلكترونات، الميكانيكا، البروتونات</td>
</tr>
<tr>
<td>I-MISC</td>
<td>الإدخال، الكلاسيكية، التشغيل، الصناعية، الإخراج</td>
</tr>
<tr>
<td>O</td>
<td>و من في ...</td>
</tr>
</tbody>
</table>

In this study, we chose to use only TWE-1 and TWE-3 since they produce the best results.

3.3 Topical prototypes

We propose a novel method of including topic models as features for supervised models. Topical Prototypes are mainly inspired by the work of Guo et al. [28] and prototype-driven learning [29] which was initially introduced by Haghighi and Klein for unsupervised sequence modeling.

Influenced by prototype-driven learning, Guo et al. proposed distributional prototype approach as a new way of utilizing the word embedding features in semi-supervised learning.

Encouraged by the great potential of this approach on word embeddings, we decided to investigate and propose a similar approach based on topic modeling.

The basic idea behind the topical prototypes is that similar words have a higher probability to be tagged with the same entity label. For example, Rabat, Cairo, and Istanbul are more likely to be tagged as a Location entity. Hence, it is convenient to classify and select a group of representative words of each entity label (prototypes) in order to use them to link similar words to the same prototypes using distributional similarity metrics.

To compute the topical prototype features, three steps are needed:

1. Perform LDA on a big text corpus and get topic distributions.
2. Given an annotated training corpus, calculate the Normalized Pointwise Mutual Information (NPMI) of each label \(l\) and all words \(w\) in the vocabulary (Eq. (2) and Eq. (3)), and choose the top \(m\) words as the prototypes of \(l\).
3. Introduce the prototypes as features to our supervised model. For each word \(w\) in the annotated training corpus, calculate the Hellinger distance between \(w\) and all the prototypes using the associated topic distributions generated in the first step. If the Hellinger distance is above the predefined threshold (usually 0.5), those prototypes will be selected as the prototype features of the processed word. An illustration of prototype features is given in Fig. 2.

\[
\delta_n(l, w) = \frac{\delta(l, w)}{-\ln \frac{p(l | w)}{p(l)p(w)}} \\
\delta(l, w) = \ln \frac{p(l | w)}{p(l)p(w)}
\] (2) (3)

Table 3 shows the top five prototypes extracted from the AQMAR training set using NPMI [30].

4. Experiments

4.1 NER model

Our NER model is a Conditional Random Fields classifier, which is considered as the state-of-the-art model for NER by many authors. CRFs are first-order linear-chain graphical models that estimate directly the conditional probabilities \(p(y|x)\) of a state.
(label) sequence y=y₁,…,yᵣ, given an observation (word) sequence x=x₁,…,xₜ as:

\[ p(y|x) = \frac{1}{Z(x)} \exp \sum_{i=1}^{t} \sum_{j=1}^{m} \lambda_j f_j(y_i, y_{i-1}, x_i) \]  (4)

Where:
- \( Z(x) \): a normalization constant, which sums over all state sequences for the word sequence x,
- \( t \): the number of word tokens in the input sequence x,
- \( m \): the number of feature functions \( f_j \),
- \( \lambda_j \) are real-valued parameters of the model,
- \( f_j(y_i, y_{i-1}, x_i) \) are real-valued feature functions.

As for Maximum Entropy classifiers, the parameters \( \lambda_j \) are estimated using a standard maximum conditional log-likelihood approach with a regularization term as a measure to reduce overfitting.

Typically, the feature functions \( f_j \) are binary. An example of a feature function in the context of NER is given by Eq. (5).

\[ f_j(y_i, y_{i-1}, x_i) = \begin{cases} 
1 & x_i = 'Marrakesh' \wedge y_{i-1} = 'O' \wedge y_i = 'B - LOC' \\
0 & \text{otherwise}
\end{cases} \]  (5)

Our CRF classifier is built upon a set of standard baseline features. In order to exploit efficiently the large-scale unlabeled text data available, we add new features based on topic modeling technique LDA to our baseline. We chose CRFsuite package a fast implementation of CRF provided by Naoaki Okazaki \(^1\), to implement our NER model.

### 4.2 Baseline features

Our baseline feature set was defined over a window of ± 1 token. It includes many features that have been found to work well for Arabic. The feature set for each word token was:

- The word token itself.
- Part-of-speech tag.
- Affixes: Prefixes and suffixes of length from 1 to 4 are extracted from the processed word.
- Morphological Features: aspect, case, gender, number, and NormWord. They were generated using the MADA toolkit and already available within AQMAR corpus.

### 4.3 Corpus

The Arabic Wikipedia Named Entity Corpus (AQMAR) is a small hand-annotated corpus of 28 Arabic Wikipedia articles for Arabic named entities \([30]\). Each article was annotated by 1 of 2 annotators with the traditional four entity classes: Person, Organization, Location, and generic Miscellaneous (MIS) following the BIO tagging format. The AQMAR corpus consists of 74000 tokens and 2687 sentences.

In this study, we used the test part as the training corpus. We divide the development part into half; one was used as development corpus and the other as a testing corpus. Additional information about AQMAR is shown in Table 5.

### 4.4 Experimental setting

We take the Arabic Wikipedia\(^2\) until December 2016 as our unlabeled data to train all the types of topic modeling representations. The pre-processing was conducted using Gensim library\(^3\) by removing

\(^1\) \url{http://www.chokkan.org/software/crfsuite/}

\(^2\) \url{https://dumps.wikimedia.org/arwiki/}

\(^3\) \url{https://radimrehurek.com/gensim/}

---
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Table 6. The Performance of NER on the AQMAR Test Data with Number of Topics K ∈ {50,100}

<table>
<thead>
<tr>
<th>Features</th>
<th>K=50 F1</th>
<th>K=100 F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>69.18</td>
<td>69.18</td>
</tr>
<tr>
<td>+ TWE1</td>
<td>70.1</td>
<td>69.61</td>
</tr>
<tr>
<td>+ TWE3</td>
<td>70.18</td>
<td>70.26</td>
</tr>
<tr>
<td>+ TopicPrototype</td>
<td>72.15</td>
<td>72.26</td>
</tr>
<tr>
<td>+ Word-Class-LDA</td>
<td>72.69</td>
<td>72.91</td>
</tr>
<tr>
<td>+ TWE1 + TopicPrototype</td>
<td>72.76</td>
<td>72.56</td>
</tr>
<tr>
<td>+ TWE3 + TopicPrototype</td>
<td>72.39</td>
<td>72.65</td>
</tr>
<tr>
<td>+ TWE1 + Word-Class-LDA</td>
<td>72.81</td>
<td>73.03</td>
</tr>
<tr>
<td>+ TWE3 + Word-Class-LDA</td>
<td>72.72</td>
<td>73.03</td>
</tr>
<tr>
<td>+ Word-Class-LDA + TopicPrototype</td>
<td>72.86</td>
<td>73.2</td>
</tr>
<tr>
<td>+ SGNS</td>
<td>69.61</td>
<td>69.61</td>
</tr>
<tr>
<td>+ Cluster-SGNS</td>
<td>71.94</td>
<td>71.94</td>
</tr>
<tr>
<td>+ Brown</td>
<td>72.9</td>
<td>72.9</td>
</tr>
<tr>
<td>+ SGNS + Word-Class-LDA + TopicPrototype</td>
<td>72.91</td>
<td>73.04</td>
</tr>
<tr>
<td>+ Cluster-SGNS + Word-Class-LDA + TopicPrototype</td>
<td>72.2</td>
<td>73.29</td>
</tr>
<tr>
<td>+ Brown + Word-Class-LDA + TopicPrototype</td>
<td>73.85</td>
<td>73.5</td>
</tr>
</tbody>
</table>

One way to better utilize the embeddings in the linear models is by clustering the word embeddings so we perform clustering on the SGNS embedding features via Sofia.ml toolkit and produce clustered embeddings features (Cluster-SGNS). We tune the number of clusters n from 100 to 1000 and use the combination of n =100, 200, 300, 400, 500, which achieves the best results.

Finally for Brown clustering features (Brown), we fix the number of word clusters to 500.

The training data of brown clustering is the same with that of training topic modeling representations and word embeddings.

4.5 Results and discussion

We choose the F-measure (F1) as the evaluation measure in all our experiments and use the standard conlleval script to report the performance. The CoNNL evaluation is very restrictive in comparison with MUC or ACE evaluations. The named entity (NE) is correct, only if both the type and the boundary of the NE are tagged correctly. Other metrics have a more relaxed matching criterion by giving partial credit if the system matches only one of the NE attributes.

Table 6 shows the performances of NER on the AQMAR dataset. The best values are in bold.

As we can see, all of the three LDA-based approaches we investigate in this study improve the
baseline. The best performance is obtained by the Word-Class LDA feature with an F-score improvement of 3.73% above the baseline. The Topical Prototypes features obtained a very competitive result with 3.08% improvement over the baseline. For Topical Word Embeddings features (TWE-1 and TWE-3), they outperformed the baseline with an average value of 0.86%.

We further combine the three LDA-based features to see if they are complementary to each other. As shown in Table 6, all the feature combinations improve the results which suggest that they are quite complementary. The most complementary ones are Word-Class features and Topical Prototypes features. By combining them, we further push the performance with nearly four points higher than the performance of the baseline features.

We also compare the proposed features with other classical word representations features. As depicted in Table 6, both Word-Class and Topical Prototypes outperform Word embeddings and clustered embedding features. The Word-Class features alone achieve comparable performance with Brown clusters. It is worth noting that a large number of classes (500) were needed for Brown Clustering, where a much lower number (100) was sufficient for Word-Class LDA to achieve similar results. When the Word-Class and Topical Prototypes features are used together, we outperform the Brown clusters. By combining these features with other word representation features we further improve the performance. The best results are achieved by combining Brown clusters with word-class and topical prototype features with 73.85% which nearly four and a half points higher than the baseline.

Our experiments on LDA features for NER are in line with previous works done for English, Spanish, Dutch and Czech languages, where they tried to incorporate LDA in NER either directly or using soft clustering [11, 12, 21]. The novelty of our approach is that we propose two new ways of using LDA for the NER task, the first one as a topical word embeddings and the second one as topical prototypes features. Moreover, we successfully apply it for Arabic, a morphologically rich language.

Since it is the first time that we use LDA in the context of Arabic, we were not able to compare our results with other Arabic NER systems. Generally, the empirical results confirm that the use of LDA-based features is beneficial and can significantly boost the performance of Arabic NER systems. Moreover, the combination of introduced features and traditional word representation features as the word embeddings and Brown Clustering further improve the performance. For a morphologically rich language as Arabic, such combinations of features inferred in an unsupervised manner from a large-scale unlabeled text data, constitute a solid feature set which we can exploit to create state-of-the-art semi-supervised NER models. It is also interesting to note that the proposed LDA-based features are fully language independent and can be used efficiently by any languages, especially the Low-Resource ones.

5. Conclusion and future work

This paper explores the use of topic models as features for Arabic NER system. We present three different topic modeling approaches for a careful comparison and analysis. Using any of the three features, we obtain higher performance than the baseline, among which word-class and topical prototypes features perform the best. Moreover, the combination of these newly proposed features provides significant additive improvements and achieves 73.2 in F-measure which is four points over the baseline. The main contribution of our work lies in a successful design of novel features based on LDA. We believe that such features have not yet been investigated in the NER task, especially in the context of Arabic language. Interestingly, our experimental results support the idea that LDA features are an efficient and attractive choice for semi-supervised learning in comparison with traditional Brown clustering and could be very useful for boosting the performance of NER models for Arabic and also other Low-Resource languages since these features are mainly based on large-scale unlabeled text data, easily available for all languages.

In the future, we will study if there are more appropriate ways of including LDA into NER than the ones proposed in this paper. It would be also interesting to investigate whether the hierarchical clustering of Word-Class distributions [31] can be used successfully as features in a NER scenario. Another possible improvement of our system is applying the approaches introduced in [28] on the dense and continuous TWE embedding features.
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